
Multi-Frame Motion-Compensated
Prediction for Video Transmission





MULTI-FRAME MOTION-
COMPENSATED PREDICTION
FOR VIDEO TRANSMISSION

THOMAS WIEGAND
Heinrich Hertz Institute

BERND GIROD
Stanford University

Kluwer Academic Publishers
Boston/Dordrecht/London



iv MULTI-FRAME MOTION-COMPENSATED PREDICTION

D R A F T May 23, 2001, 6:22pm D R A F T



Contents

Preface xiii
Introduction xvii

I.1 Main Contributions xviii
I.2 Practical Importance xx
I.3 Organization of the Book xxi

1. STATE-OF-THE-ART VIDEO TRANSMISSION 1
1.1 Video Transmission System 2
1.2 Basic Components of a Video Codec 3
1.3 ITU-T Recommendation H.263 7
1.4 Effectiveness of Motion Compensation Techniques in Hybrid

Video Coding 8
1.5 Advanced Motion Compensation Techniques 10

1.5.1 Exploitation of Long-Term Statistical Dependencies 11
1.5.2 Efficient Modeling of the Motion Vector Field 13
1.5.3 Multi-Hypothesis Prediction 15

1.6 Video Transmission Over Error Prone Channels 16
1.7 Chapter Summary 19

2. RATE-CONSTRAINED CODER CONTROL 21
2.1 Optimization Using Lagrangian Techniques 22
2.2 Lagrangian Optimization in Video Coding 23
2.3 Coder Control for ITU-T Recommendation H.263 25
2.4 Choosing the Coder Control Parameters 26

2.4.1 Experimental Determination of the Coder Control
Parameters 27

2.4.2 Interpretation of the Lagrange Parameter 29
2.4.3 Efficiency Evaluation for the Parameter Choice 33

2.5 Comparison to Other Encoding Strategies 34
2.6 Chapter Summary 35

D R A F T May 23, 2001, 6:22pm D R A F T



vi MULTI-FRAME MOTION-COMPENSATED PREDICTION

3. LONG-TERM MEMORY MOTION-COMPENSATED PREDICTION 37
3.1 Long-Term Memory Motion Compensation 38
3.2 Prediction Performance 41

3.2.1 Scene Cuts 41
3.2.2 Uncovered Background 43
3.2.3 Texture with Aliasing 44
3.2.4 Similar Realizations of a Noisy Image Sequence 45
3.2.5 Relationship to other Prediction Methods 45

3.3 Statistical Model for the Prediction Gain 46
3.4 Integration into ITU-T Recommendation H.263 52

3.4.1 Rate-Constrained Long-Term Memory Prediction 53
3.4.2 Rate-Distortion Performance 55

3.5 Discussion and Outlook 58
3.6 Chapter Summary 59

4. AFFINE MULTI-FRAME MOTION-COMPENSATED PREDICTION 61
4.1 Affine Multi-Frame Motion Compensation 62

4.1.1 Syntax of the Video Codec 63
4.1.2 Affine Motion Model 65

4.2 Rate-Constrained Coder Control 66
4.2.1 Affine Motion Parameter Estimation 66
4.2.2 Reference Picture Warping 71
4.2.3 Rate-Constrained Multi-Frame Hybrid Video Encoding 71
4.2.4 Determination of the Number of Efficient Reference

Frames 72
4.3 Experiments 73

4.3.1 Affine Motion Compensation 73
4.3.2 Combination of Affine and Long-Term Memory Motion

Compensation 76
4.4 Assessment of the Rate-Distortion Performance of Multi-Frame

Prediction 80
4.5 Discussion and Outlook 81
4.6 Chapter Summary 81

5. FAST MOTION ESTIMATION FOR MULTI-FRAME PREDICTION 83
5.1 Lossless Fast Motion Estimation 84

5.1.1 Triangle Inequalities for Distortion Approximation 85
5.1.2 Search Order 86
5.1.3 Search Space 87

5.2 Lossy Fast Motion Estimation 88
5.2.1 Sub-Sampling of the Search Space 88
5.2.2 Sub-Sampling of the Block 89

5.3 Experiments 90
5.3.1 Results for Lossless Methods 90
5.3.2 Results for Lossy Methods 94

5.4 Discussion and Outlook 98
5.5 Chapter Summary 99

D R A F T May 23, 2001, 6:22pm D R A F T



Contents vii

6. ERROR RESILIENT VIDEO TRANSMISSION 101
6.1 Error Resilient Extensions of the Decoder 102
6.2 Error-Resilient Coder Control 103

6.2.1 Inter-Frame Error Propagation 104
6.2.2 Estimation of the Expected Transmission Error

Distortion 105
6.2.3 Incorporation into Lagrangian Coder Control 109

6.3 Experiments 111
6.3.1 Channel Model and Modulation 111
6.3.2 Channel Coding and Error Control 112
6.3.3 Results without Feedback 114
6.3.4 Experimental Results with Feedback 119

6.4 Discussion and Outlook 122
6.5 Chapter Summary 122

7. CONCLUSIONS 125

Appendices 129
A– Simulation Conditions 129

A.1 Distortion Measures 129
A.2 Test Sequences 130

B– Computation of Expected Values 131

References 133

Index
147

D R A F T May 23, 2001, 6:22pm D R A F T





Foreword

This body of work by Thomas Wiegand and Bernd Girod has already proved to
have an exceptional degree of influence in the video technology community, and
I have personally been in a position to proudly witness much of that influence.

I have been participating heavily in the video coding standardization com-
munity for some years – recently as the primary chairman ("rapporteur") of the
video coding work in both of the major organizations in that area (the ITU-T
VCEG and ISO/IEC MPEG organizations). The supporters of such efforts look
for meritorious research ideas that can move smoothly from step to step in the
process found there:

generation of strong proposal descriptions,

tests of effectiveness,

adjustments for practicality and general flexibility, and

precise description in a final approved design specification.

The ultimate hope in the standardization community is that the specifications
written there and the other contributions developed there will prove to provide
all the benefits of the best such efforts:

enabling the growth of markets for products that work well together,

maximizing the quality of these products in widespread use, and

progressing the technical understanding of the general community.

The most well-known example of such a successful effort in the video coding
community is the MPEG-2 video standard (formally identified as ITU-T Rec-
ommendation H.262 or as ISO/IEC International Standard 13818-2). MPEG-2
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video is now used for DVD, direct-broacast satellite services, terrestrial broad-
cast television for conventional and high-definition services, digital cable televi-
sion, and more. The MPEG-2 story owes some of its success to lessons learned
in earlier standardization efforts – including the first digital video coding stan-
dard known as ITU-T Recommendation H.120, the first truly practical sucess
known as ITU-T Recommendation H.261 (a standard that enabled the growth
of the new industry of videoconferencing), and the MPEG-1 video standard
(formally ISO/IEC 11172-2, which enabled the storage of movies onto inex-
pensive compact disks). Each generation of technology has benefitted from
lessons learned in previous efforts.

The next generation of video coding standard after MPEG-2 is represented
by ITU-T Recommendation H.263 (a standard primarily used today for video-
conferencing, although showing strong potential for use in a variety of other
applications), and it was the "H.263++" project for enhancing that standard that
provided a key forum for Wiegand and Girod’s work.

At the end of 1997, Thomas Wiegand, Xiaozheng Zhang, Bernd Girod,
and Barry Andrews brought a fateful contribution (contribution Q15-C-11)
to the Eibsee, Germany meeting of the ITU-T Video Coding Experts Group
(VCEG). In it they proposed their design for using long-term memory motion-
compensated prediction to improve the fidelity of compressed digital video.
The use of long-term memory had already begun to appear in video coding
with the recent adoption of the error/loss resilience feature known as reference
picture selection or as "NEWPRED" (adopted into H.263 Annex N with final
approval in January of 1998 and also adopted about two years later into the most
recent ISO/IEC video standard, MPEG-4). But the demonstration of a way to
use long-term memory as an effective means of improving coded video quality
for reliable channels was clearly new and exciting.

Part of the analysis in that contribution was a discussion of the importance
of using good rate-distortion optimization techniques in any video encoding
process. The authors pointed out that the reference encoding method then in
use by VCEG (called the group’s test model number 8) could be significantly
improved by incorporating better rate-distortion optimization. It was highly
admirable that, in the interest of fairness, part of the proposal contribution was
a description of a method to improve the quality of the reference competition
against which their proposal would be evaluated. It was in this contribution that
I first saw the simple equation

�MOTION =
p
�MODE : (0.1)

A few months later (in VCEG contribution Q15-D-13), Wiegand and Andrews
followed up with the extremely elegant simplification

�MODE = 0:85 �Q2 : (0.2)
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For years (starting with the publication of a paper by Yair Shoham and Allen
Gersho in 1988), the principles of rate-distortion optimization had become
an increasingly-familiar concept in the video compression community. Many
members of the community (myself included, starting in 1991) had published
work on the topic – work that was all governed by a frustrating little parameter
known as �. But figuring out what value to use for � had long been a serious
annoyance. It took keen insight and strong analysis to sort out the proper
relationship between a good choice for � and Q, the parameter governing the
coarseness of the quantization. Wiegand, working under the tutelage of Girod
and in collaboration with others at the University of Erlangen-Nuremberg and
at 8x8, Incorporated (now Netergy Networks), demonstrated that insight and
analytical strength.

The ITU-T VCEG adopted the rate-distortion optimization method into its
test model immediately (in April of 1998), and has used that method ever since.
It is now preparing to adopt a description of it as an appendix to the H.263
standard to aid those interested in using the standard. I personally liked the
technique so much that I persuaded Thomas Wiegand to co-author a paper with
me for the November, 1998 issue of the IEEE Signal Processing Magazine
and include a description of the method. And at the time of this writing, the
ISO/IEC Moving Picture Experts Group (MPEG) is preparing to to conduct
some tests against a reference level of quality produced by its recent MPEG-4
video standard (ISO/IEC International Standard 14496-2) – and it appears very
likely that MPEG will also join the movement by choosing a reference that
operates using that same rate-distortion optimization method.

But long-term memory motion compensation was the real subject of that
1997 contribution, while the rate-distortion optimization was only a side note.
The main topic has fared even better than the aside. The initial reaction in the
community was not one of unanimous enthusiasm – in fact some thought that
the idea of increasing the memory and search requirements of video encoders
and decoders was highly ill-advised. But diligence, strong demonstrations of
results, and perhaps more iteration of Moore’s Law soon persuaded the ITU-T
VCEG to adopt the long-term memory feature as Annex U to Recommenda-
tion H.263. After good cross-verified core experiment results were shown in
February of 1999, the proposal was adopted as draft Annex U. Additional good
work described in this text in regard to fast search methods helped in convincing
the skeptics of the practicality of using long-term memory. Ultimately, draft
Annex U was adopted as a work item and evolved to preliminary approval in
February of 2000 and then final approval in November of 2000.

A remarkable event took place in Osaka in May of 2000, when Michael
Horowitz of Polycom, Inc. demonstrated an actual real-time implementation
of Annex U in a prototype of a full videoconferencing product (VCEG con-
tribution Q15-J-11). Real-time efficacy demonstrations of in-progress draft
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video coding standards has been an exceedingly rare thing in recent years. The
obvious improvement in quality that was demonstrated by Horowitz’s system
was sufficient to squelch even the smallest grumblings of criticism over the
relatively small cost increases for memory capacity and processing power.

In only three years, the long-term memory proposal that started as a new idea
in a university research lab has moved all the way to an approved international
standard and real market-ready products with obvious performance benefits.
That is the sort of rapid success that researchers, engineers, and standards
chairmen dream about at night.

Even newer ways of using long-term memory (such as some error resilience
purposes also described in this work) have begun to appear and mature. Other
concepts described in this work (such as affine multi-frame motion compensa-
tion) may one day also be seen as the initial forays into the designs for a new
future.

As the community has grown to appreciate the long-term memory feature,
it has become an embraced part of the conventional wisdom. When the ITU-
T launched an initial design in August of 1999 for a next-generation "H.26L"
video coding algorithm beyond the capabilities of today’s standards, Wiegand’s
long-term memory idea was in it from the very beginning. The tide has turned.
What once seemed like the strange and wasteful idea of requiring storage and
searching of extra old pictures is becoming the accepted practice – indeed it is
the previous practice of throwing away the old decoded pictures that has started
to seem wasteful.

Gary J. Sullivan, Ph.D.

Rapporteur of ITU-T VCEG (ITU-T Q.6/SG16 Video Coding Experts Group),
Rapporteur of ISO/IEC MPEG Video (ISO/IEC JTC1/SC29/WG11
Moving Picture Experts Group Video Subgroup),
Microsoft Corporation Software Design Engineer
May, 2001
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Preface

In 1965, Gordon Moore, when preparing a speech, made a famous observation.
When he started to graph data about the growth in memory chip performance,
he realized that each new chip had twice as much capacity as its predecessor,
and that each chip was released within 18-24 months of the previous chip. This
is but one example of exponential growth curves that permeate semiconductor
technology and computing. Moore’s Law has become synonymous with this
exponential growth, but it is nice to remember that memory chips were its first
domain.

This book is the result of the doctoral research by one of us (T.W.) under
the guidance of the other (B.G.), both working at the time at the Telecommu-
nications Laboratory of the University of Erlangen-Nuremberg, Germany. In
1995, when this very fruitful collaboration started, video compression, after 2
decades of work by many very talented scientists and engineers, seemed very
mature. Nevertheless, we were looking for novel ways to push video compres-
sion algorithms to even lower bit-rates, while maintaining an acceptable image
quality. And we turned to Moore’s Law for that.

Thirty years after the formulation of Moore’s Law, memory capacity had
increased such we could easily store dozens or even hundreds of uncompressed
video frames in a single memory chip. We could already foresee the time
when a single chip would hold thousands of uncompressed frames. Still, our
compression algorithms at the time would only make reference to one previous
frame (or maybe 2, as for B-pictures). The question how much better one
could do by using many frames had never really been addressed, and we found
it intriguing in its simplicity. As so often, the first experimental results were
not very encouraging, but financial support by German Science Foundation,
combined with the insight that, at least, we should not do worse than with a
single-frame technique, kept us going.

In hindsight, the project is a rare example of university research with im-
mediate impact, drawing a straight path from idea to fundamental research to
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international standardization to commercial products. After an initial phase
of investigation, most of the research is this book has been conducted in con-
nection with the ITU-T/SG 16/VCEG standardization projects H.263++ and
H.26L. As a result, large parts of the techniques presented in this book have
been adopted by the ITU-T/SG 16 into H.263++ and are integral parts of ongo-
ing H.26L project. To our great delight, the first real-time demonstration of our
multi-frame prediction technique in a commercial video conferencing system
was shown even before the H.263++ standard was finalized. Today, multi-frame
motion-compensated prediction appears such a natural component of the video
compression tool-box, and we expect to see it being used universally in the
future.

This work would not have been possible without the stimulating collabora-
tion and the generous exchange of ideas at the Telecommunications Laboratory
at the University of Erlangen-Nuremberg. The authors gratefully acknowledge
the many contributions of these former or current members of the Image Com-
munication Group: Peter Eisert, Joachim Eggers, Niko Färber, Markus Flierl,
Eckehard Steinbach, Klaus Stuhlmüller, and Xiaozheng Zhang. Moreover,
Barry Andrews and Paul Ning at 8x8, Inc. (now Netergy Networks, Inc.) and,
last but not least, Gary Sullivan, the Rapporteur of the ITU-T Video Coding
Experts Group, are acknowledged for their help and support.

THOMAS WIEGAND AND BERND GIROD
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Introduction

It has been customary in the past to transmit successive complete images of the transmitted
picture. This method of picture transmission requires a band of frequencies dependent on
the number of images transmitted per second. Since only a limited band of frequencies is
available for picture transmission, the fineness in the detail of the transmitted picture has
therefore been determined by the number of picture elements and the number of pictures
transmitted per second. In accordance with the invention, this difficulty is avoided by
transmitting only the difference between the successive images of an object.

—
Ray Davis Kell

Improvements relating to Electric Picture Transmission Systems
— British Patent, 1929

Video compression algorithms are a key component for the transmission of mo-
tion video. The necessity for video compression arises from the discrepancy of
the bit-rates between the raw video signal and the available transmission chan-
nels. The motion video signal essentially consists of a time-ordered sequence
of pictures, typically sampled at 25 or 30 pictures per second. Assume that each
picture of a video sequence has a relatively low Quarter Common Intermediate
Format (QCIF) resolution, i.e., 176�144 samples, that each sample is digitally
represented with 8 bits, and that two out of every three pictures are skipped
in order to cut down the bit-rate. For color pictures, three color component
samples are necessary to represent a sufficient color space. In order to transmit
even this relatively low-resolution sequence of pictures, the raw video bit-rate
is still more than 6 Mbit/s.

On the other hand, today’s low-cost transmission channels for personal com-
munications often operate at much lower bit-rates. For instance, V.34 modems
transmit at most 33.4 kbit/s over dial-up analog phone lines. Although, the
digital subscriber loop [Che99] and optical fiber technology are rapidly ad-
vancing, bit-rates below 100 kbit/s are typical for most Internet connections
today. For wireless transmission, bit-rates suitable for motion video can be
found only to a very limited extent. Second-generation wireless networks, such
as Global System for Mobile Communications (GSM), typically provide 10–15
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kbit/s which is too little for motion video. Only the Digital Enhanced Cord-
less Telecommunications (DECT) standard with its limited local support can
be employed providing bit-rates of 32, 80, or more kbit/s [PGH95]. Third-
generation wireless networks are well underway and will provide increased
bit-rates [BGM+98]. Nevertheless, bit-rate remains to be a valuable resource
and therefore, the efficient transmission of motion video will be important in
the future. One way towards better video transmission systems is to increase
the efficiency of the video compression scheme, which is the main subject of
this book. Furthermore, the robustness of the system in case of transmission
errors is an important issue which is considered in this book as well.

In the early 1980s, video compression made the leap from intra-frame to inter-
frame algorithms. Significantly lower bit-rates were achieved by exploiting
the statistical dependencies between pictures at the expense of memory and
computational requirements that were two orders of magnitude larger. Today,
with continuously dropping costs of semiconductors, one might soon be able
to afford another leap by dramatically increasing the memory in video codecs
to possibly hundreds or even thousands of reference frames. Algorithms taking
advantage of such large memory capacities, however, are in their infancy today.
This has been the motivation for the investigations into multi-frame motion-
compensating prediction in this book.

I.1 MAIN CONTRIBUTIONS
In most existing video codecs today, inter-frame dependencies are exploited via
motion-compensated prediction (MCP) of the original frame by referencing the
prior decoded frame only. This single-frame approach follows the argument
that the changes between successive frames are rather small and thus the con-
sideration of short-term statistical dependencies is sufficient. In this book it
is demonstrated that long-term statistical dependencies can be successfully ex-
ploited with the presented approach: multi-frame MCP. The main contributions
of this book are as follows:

It is demonstrated that the combination of multi-frame MCP with Lagrangian
bit-allocation significantly improves the rate-distortion performance of hy-
brid video coding. For multi-frame prediction, motion compensation is ex-
tended from referencing the prior decoded frame to several frames. For that,
the motion vector utilized in block-based motion compensation is extended
by a picture reference parameter.

An efficient approach to Lagrangian bit-allocation in hybrid video cod-
ing is developed. The concepts of rate-constrained motion estimation and
coding mode decision are combined into an efficient control scheme for a
video coder that is based on ITU-T Recommendation H.263. Moreover,
a new approach for choosing the coder control parameter is presented and
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its efficiency is demonstrated. The comparison to a previously known bit-
allocation strategy shows that a bit-rate reduction up to 10 % can be achieved
using the H.263-based anchor that uses Lagrangian bit-allocation.

Long-term memory MCP is investigated as a means to exploit long-term
statistical dependencies in video sequences. For long-term memory MCP,
multiple past decoded pictures are referenced for motion compensation. A
statistical model for the prediction gain is developed that provides the insight
that the PSNR improvements in dB are roughly proportional to the log-log
of the number of reference frames.

Long-term memory MCP is successfully integrated into an H.263-based hy-
brid video codec. For that, the Lagrangian bit allocation scheme is extended
to long-term memory MCP. Experimental results are presented that validate
the effectiveness of long-term memory MCP. Average bit-rate savings of
12 % against the H.263-based anchor are obtained, when considering 34 dB
reproduction quality and employing 10 reference frames. When employing
50 reference frames, the average bit-rate savings against the H.263-based an-
chor are 17 %. For some image sequences, very significant bit-rate savings
of more than 60 % can be achieved.

The concept of long-term memory MCP is taken further by extending the
multi-frame buffer with warped versions of decoded frames. Affine motion
parameters describe the warping. A novel coder control is proposed, that
determines an efficient number of affine motion parameters and reference
frames. Experimental results are presented that demonstrate the efficiency of
the new approach. When warping the prior decoded frame, average bit-rate
savings of 15 % against the H.263-based anchor are reported for the case that
20 additional reference pictures are warped. Further experiments show that
the combination of long-term memory MCP and reference picture warping
provides almost additive rate-distortion gains. When employing 10 decoded
reference frames and 20 warped reference pictures, average bit-rate savings
of 24 % against the H.263-based anchor can be obtained. In some cases,
the combination of affine and long-term memory MCP provides more than
additive gains.

Novel techniques for fast multi-frame motion estimation are presented,
which show that the computational requirements can be reduced by more
than an order of magnitude, while maintaining all or most of the improve-
ments in coding efficiency. The main idea investigated is to pre-compute
data about the search space of multiple reference frames that can be used
to either avoid considering certain positions or to reduce the complexity for
evaluating distortion. The presented results indicate that the increased com-
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putational complexity for multi-frame motion estimation is not an obstacle
to practical systems.

The efficiency of long-term memory MCP is investigated for channels that
show random burst errors. A novel approach to coder control is proposed
incorporating an estimate of the average divergence between coder and de-
coder given the statistics of the random channel and the inter-frame error
propagation. Experimental results incorporating a wireless channel show,
that long-term memory MCP significantly outperforms the H.263-based an-
chor in the presence of error-prone channels for transmission scenarios with
and without feedback.

I.2 PRACTICAL IMPORTANCE
Practical communication is impossible without specifying the interpretation of
the transmitted bits. A video coding standard is such a specification and most
of today’s practical video transmission systems are standard compliant. In
recent years, the ITU-T Video Coding Experts Group has been working on the
ITU-T/SG16/Q.15 project which resulted in the production of the very popular
H.263 video coding standard.

H.263, version 1, was approved in early 1996 by the ITU-T with technical
content completed in 1995. H.263 was the first codec designed specifically
to handle very low bit-rate video, and its performance in that arena is still
state-of-the-art [ITU96a, Rij96, GSF97]. But, H.263 has emerged as a high
compression standard for moving images, not exclusively focusing on very
low bit-rate applications. Its original target bit-rate range was about 10-30
kbit/s, but this was broadened during development to perhaps 10-2048 kbit/s.
H.263, version 2, was approved in January of 1998 by the ITU-T with technical
content completed in September 1997 [ITU98a]. It extends the effective bit-
rate range of H.263 to essentially any bit-rate and any progressive-scan (non-
interlace) picture format. Some ideas that are described in this book have been
successfully proposed to the ITU-T Video Coding Experts Group as technical
contributions to H.263, version 3, and the succeeding standardization project
H.26L. The following achievements have been made:

The proposal for a Lagrangian coder control [ITU98b] including the speci-
fications for the parameter settings lead to the creation of a new encoder test
model, TMN-10, for the ITU-T Recommendation H.263, version 2. The
encoder test model is an informative recommendation of the ITU-T Video
Coding Experts Group for the H.263 video encoder. Further, the approach
to Lagrangian coder control has also been adopted for the test model of
the new standardization project of the ITU-T Video Coding Experts Group,
H.26L.
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The long-term memory MCP scheme has been accepted as an Annex of ITU-
T Recommendation H.263, version 3 [ITU99b]. The currently ongoing
project of the ITU-T Video Coding Experts Group, H.26L, incorporates
long-term memory MCP from the very beginning as an integral part.

I.3 ORGANIZATION OF THE BOOK
The combination of multi-frame MCP with Lagrangian bit-allocation is an
innovative step in the field of video coding. Once this step was taken, a large
variety of new opportunities and problems appeared. Hence, this book addresses
the variety of effects of multi-frame MCP which are relevant to bit-allocation,
coding efficiency, computational complexity, and transmission over error-prone
channels. This book is organized as follows:

In Chapter 1, “State-of-the-Art Video Transmission”, the considered trans-
mission framework and today’s most successful approaches to source coding of
motion video are presented. The features of the H.263 video coding standard
are explained in detail. H.263 is widely considered as state-of-the-art in video
coding and is therefore used as the underlying framework for the evaluation of
the ideas in this book.

In Chapter 2, “Rate-Constrained Coder Control”, the operational control of
the video encoder is explained. Attention is given to Lagrangian bit-allocation
which has emerged as a widely accepted approach to efficient coder control.
TMN-10, which is the recommended coder control for ITU-T Recommendation
H.263 is explained in detail since parts of it have been developed in this book.
Moreover, TMN-10 serves as the underlying bit-allocation scheme for the var-
ious new video coding approaches that are being investigated in Chapters 3-6.

In Chapter 3, “Long-Term Memory Motion-Compensated Prediction”, the
multi-frame concept is explained with a particular emphasis on long-term mem-
ory MCP, the scheme adopted in Annex U of H.263++ [ITU00]. The impli-
cations of the multi-frame approach on the video syntax and bit-allocation are
investigated. The dependencies that are exploited by long-term memory MCP
are analyzed and statistically modeled. Experimental results verify the coding
efficiency of long-term memory MCP.

In Chapter 4, “Affine Multi-Frame Motion-Compensated Prediction”, the
extension of the translational motion model in long-term memory MCP to affine
motion models is explained. An extension of the TMN-10 bit-allocation strategy
is presented that robustly adapts the number of affine motion parameters to the
scene statistics which results in superior rate-distortion performance as verified
by experiments.

Chapter 5, “Fast Motion Estimation for Multi-Frame Prediction”, presents
techniques to reduce the computational complexity that is associated with mo-
tion estimation on multiple frames. The focus is on the block matching process
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in multi-frame MCP. Experiments are presented that illustrate the trade-off
between rate-distortion performance and computation time.

In Chapter 6, “Error Resilient Video Transmission”, it is demonstrated that
long-term memory MCP can also be successfully applied to improve the rate-
distortion performance of video transmission systems in the presence of channel
errors. A new coder control is presented that takes into account the decoding
distortion including the random transmission errors. Experimental results verify
the rate-distortion performance of the new approach for a transmission over a
wireless channel with burst errors.
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Chapter 1

STATE-OF-THE-ART VIDEO TRANSMISSION

This book discusses ideas to improve video transmission systems via enhanc-
ing the rate-distortion efficiency of the video compression scheme. The rate-
distortion efficiency of today’s video compression designs is based on a sophis-
ticated interaction between various motion representation possibilities, wave-
form coding of differences, and waveform coding of various refreshed regions.
Modern video codecs achieve good compression results by efficiently combin-
ing the various technical features. The most successful and widely used designs
today are called hybrid video codecs. The naming of these codecs is due to their
construction as a hybrid of MCP and picture coding techniques. The ITU-T
Recommendation H.263 is an example for a hybrid video codec specifying a
highly optimized video syntax.

This chapter is organized as follows. In Section 1.1, the considered video
transmission scenario is outlined. In Section 1.2, the basic components of
today’s video codecs are reviewed with an emphasis on MCP in hybrid video
coding, since this book mainly focuses on the MCP part. This section also
introduces notation and relevant terms. The ITU-T Recommendation H.263 is
an example for an efficient and widely used motion-compensating hybrid video
codec and the main features of H.263 are described in Section 1.3. A software
realization of H.263 serves as a basis for comparison throughout this book. In
Section 1.4, the effectiveness of the motion compensation features in H.263 is
presented by means of experimental results. Advanced techniques for MCP
that relate to the ideas in this book are reviewed in Section 1.5. Finally, known
video source coding techniques that improve the transmission of coded video
over error-prone channels are presented in Section 1.6.
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2 MULTI-FRAME MOTION-COMPENSATED PREDICTION

1.1 VIDEO TRANSMISSION SYSTEM
An example for a typical video transmission scenario that is considered in this
book is shown in Fig. 1.1. The video capture generates a space- and time-
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Figure 1.1. Video transmission system.

discrete video signal s, for example using a camera that projects the 3-D scene
onto the image plane. Cameras typically generate 25 or 30 frames per second
and in this book it is assumed that the video signal s is a progressive-scan picture
in Common Intermediate Format (CIF) or QCIF resolution. The video encoder
maps the video signal s into the bit-stream b. The bit-stream is transmitted
over the error control channel and the received bit-stream b0 is processed by the
video decoder that reconstructs the decoded video signal �s and presents it via the
video display to the human observer. The quality of the decoded video signal
�s as perceived by the human observer is quantified using objective distortion
measures. This book focuses on the video encoder and video decoder part with
the aim of improved rate-distortion performance of video transmission systems.

The error characteristic of the digital channel can be controlled by the chan-
nel encoder which adds redundancy to the bits at the video encoder output b.
The modulator maps the channel encoder output to an analog signal which is
suitable for transmission over a physical channel. The demodulator interprets
the received analog signal as a digital signal which is fed into the channel
decoder. The channel decoder processes the digital signal and produces the
received bit-stream b0 which may be identical to b even in the presence of chan-
nel noise. The sequence of the five components, channel encoder, modulator,
channel, demodulator, and channel decoder, are lumped into one box which
is called the error control channel. In this book, video transmission systems
with and without noisy error control channels, i.e., with and without difference
between b and b0, are considered.

Common to most transmission scenarios is that there is a trade-off between
bit-rate, transmission error rate, and delay. Each of these quantities affects
video compression and transmission to a large extent. The bit-rate available to
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the video encoder controls the distortion and an unreliable channel may cause
additional distortion at the decoder. Hence, reducing the bit-rate of the video
coder and using the remaining bits for channel coding might improve the overall
transmission performance. But the decoder distortions are influenced by a large
variety of internal parameters that affect the video syntax, the video decoder, and
the coder control. One important external parameter is delay since it is limited
in many applications. But increasing the permissible delay can significantly
enhance the performance of both, channel and source coding.

This book presents new ideas to enhance the rate-distortion performance
of transmission systems via modifications of the video codec, given a limited
end-to-end delay found in interactive communication systems. A typical sce-
nario for evaluation of the rate-distortion performance of proposed video coding
schemes is as follows. Given video codec A, the anchor, and video codec B,
the newly proposed scheme. Evaluate the proposed scheme against the anchor
by comparing the quality of the decoded and reconstructed video signal by
means of an objective distortion measure given a fixed transmission bit-rate,
transmission channel, and delay. The comparison can also be made when fix-
ing distortion and comparing transmission bit-rate. The complexity of video
codecs A and B will be stated as additional information rather than employing it
as a parameter in the evaluation. The ideas in this book are designated to show
performance bounds of video transmission systems that are achieved under well
defined conditions. Whether a particular approach should be included into a
practical coding system has to be judged considering the available resources
for that scenario. The remainder of this chapter and Chapter 2 are designated
to the description of the anchor (codec A) that is used for comparison against
the new techniques in Chapters 3—6.

1.2 BASIC COMPONENTS OF A VIDEO CODEC
One way of coding a video is simply to compress each picture individually,
using an image coding standard such as JPEG [ITU92, PM93] or the still image
coding part of H.263 [ITU96a]. The most common “baseline” image coding
scheme consists of breaking up the image into equal size blocks of 8 � 8
pixels. These blocks are transformed by a discrete cosine transform (DCT),
and the DCT coefficients are then quantized and transmitted using variable
length codes. In the following, this kind of coding scheme is named as Intra-
frame coding, since the picture is coded without referring to other pictures in
the video sequence. An important aspect of Intra coding is its potential to
mitigate transmission errors. This feature will be looked at in more detail later.
Intra-frame coding has a significant drawback which is usually a lower

coding efficiency compared to Inter-frame coding for typical video content.
In Inter-frame coding, advantage is taken of the large amount of temporal
redundancy in video content. Usually, much of the depicted scene is essentially
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just repeated in picture after picture without any significant change. It should
be obvious that the video can be represented more efficiently by coding only the
changes in the video content, rather than coding each entire picture repeatedly.
This ability to use the temporal domain redundancy to improve coding effi-
ciency is what fundamentally distinguishes video compression from still image
compression.

A simple method of improving compression by coding only the changes
in a video scene is called conditional replenishment (CR). This term has been
coined byMounts in [Mou69]. CR coding was the only temporal redundancy
reduction method used in the first digital video coding standard, ITU-T Rec-
ommendation H.120 [ITU]. CR coding consists of indicating which areas of a
picture can just be repeated, and sending new coded information to replace the
changed areas. CR coding thus allows a choice between one of two modes of
representation for each image segment, which are called in the following the
Skip mode and the Intra mode.

However, CR coding has a significant shortcoming, which is its inability to
refine an approximation. Often the content of an area of a prior picture can
be a good approximation of the new picture, needing only a minor alteration
to become a better representation. Hence, frame difference (FD) coding in
which a refining frame difference approximation can be sent, results in a further
improvement of compression performance.

The concept of FD coding can also be taken a step further, by adding MCP. In
the 70s, there has been quite a significant amount of publications that proposed
MCP. Often, changes in video content are typically due to the motion of objects
in the depicted scene relative to the imaging plane, and a small amount of
motion can result in a large difference in the values of the pixels in a picture
area, especially near the edges of an object. Hence, displacing an area of
the prior picture by a few pixels in spatial location can result in a significant
reduction in the amount of information that has to be sent as a frame difference
approximation. This use of spatial displacements to form an approximation is
known as motion compensation and the encoder’s search for the best spatial
displacement approximation to use is known as motion estimation. An early
contribution which already includes block-matching in the pixel domain which
is the method of choice for motion estimation today has been published by Jain
and Jain in 1981 [JJ81]. The coding of the resulting difference signal for the
refinement of the MCP signal is known as displaced frame difference (DFD)
coding. Video codecs that employ MCP together with DFD coding are called
hybrid codecs. Figure 1.2 shows such a hybrid video coder.

Consider a picture of size w � h in a video sequence, consisting of an
array of color component values (s[l]; sCb[l]; sCr[l])T , for each pixel location
l = (x; y; t)T , in which x and y are integers such that 0 � x < w and 0 �
y < h. The index t refers to the discrete temporal location of the video frame
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Figure 1.2. A typical hybrid video coder. The space and time discrete input video frame
s[x; y; t] and the prior decoded frame �s[x; y; t � 1] are fed into a motion estimation unit.
The motion estimation determines the information for the motion compensating predictor. The
motion-compensated video frame ŝ[x; y; t] is subtracted from the input signal producing the
residual video frame u[x; y; t] also called the DFD frame. The residual frame is fed into the
residual coder which in many cases consists of a DCT and quantization as well as entropy
coding of the DCT coefficients. The approximation of the input video frame �s[x; y; t] is given
as the sum of the motion-compensated frame ŝ[x; y; t] and the coded DFD frame �u[x; y; t].
The corresponding hybrid video decoder is run using the control data, the motion vectors and
the encoded residual in order to reproduce the same decoded and reconstructed video frame
�s[x; y; t].

and is incremented or decremented by integers of time instants. The decoded
approximation of this picture will be denoted as (�s[l]; �sCb[l]; �sCr[l])T . In most
video compression systems, the color chrominance components (e.g., sCb[l] and
sCr[l]) are represented with lower resolution (i.e., w2 � h

2 ) than the luminance
component of the image s[l]. This is because the human visual system is much
more sensitive to brightness than to chrominance, allowing bit-rate savings by
coding the chrominance at lower resolution [Wan95]. In such systems, the color
chrominance components are motion-compensated using adjusted luminance
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6 MULTI-FRAME MOTION-COMPENSATED PREDICTION

motion vectors to account for the difference in resolution, since these motion
vectors are estimated on the corresponding luminance signals. Hence for the
sake of clarity and simplicity, the video signal is in the following regarded as
the luminance signal only.

The typical video decoder receives a representation of the current picture
which is segmented into K distinct regions fAk;tgKk=1. For each area, a pre-
diction mode signal Ik 2 f0; 1g is received indicating whether or not the
area is predicted. For the areas that are predicted, a motion vector, denoted
mk = (mkx;mky;mkt)

T is received. The motion vector specifies a spatial
displacement (mkx;mky) for motion compensation of that region and the rel-
ative reference picture mkt which is usually only the prior decoded picture in
standard hybrid video coding. Using the prediction mode and motion vector, a
MCP signal ŝ is formed for each pixel location l = (x; y; t)T

ŝ[x; y; t] = Ik � �s[x�mkx; y�mky; t�mkt]; with (x; y) 2Ak;t : (1.1)

Please note that the motion vectormk has no effect if Ik = 0 and normally the
motion vector is therefore not sent in that case.

In addition to the prediction mode and motion vector information, the decoder
receives an approximation �u[l] of the DFD u[l] between the true image value
s[l] and its motion-compensated prediction ŝ[l]. It then adds the residual signal
to the prediction to form the final coded representation

�s[x; y; t] = ŝ[x; y; t] + �u[x; y; t] with (x; y) 2Ak;t: (1.2)

Since there is often no movement in large parts of the picture, and since the
representation of such regions in the previous picture may be adequate, video
coders often utilize the Skip mode (i.e., Ik = 1;mk = (0; 0; 1)T ; �u[x; y; t] =
0;8(x; y) 2Ak;t) which is efficiently transmitted using very short code words.

In video coders designed primarily for natural scene content, often little
freedom is given to the encoder for choosing the segmentation of the picture into
regions. Instead, the segmentation is typically either fixed to always consist of
a particular two-dimensional block size (typically 16� 16 pixels for prediction
mode signals and 8�8 for DFD residual content) or in some cases it is allowed to
switch adaptively between block sizes (such as allowing the segmentation used
for motion compensation to have either a 16�16, 8�8 [ITU96a] or 4�4 [LT00]
block size). This is because a pixel-precise segmentation has generally not yet
resulted in a significant improvement of compression performance for natural
scene content due to the number of bits needed to specify the segmentation,
and also because determining an efficient segmentation in an encoder can be a
very demanding task. However, in special applications including artificially-
constructed picture content rather than natural camera-view scenes, segmented
object-based coding may be justified [ISO98b].
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1.3 ITU-T RECOMMENDATION H.263
The technical features described above are part of most existing video compres-
sion standards including the ISO/IEC JTC 1/SC 29/WG 11 standards MPEG-
1 [ISO93], MPEG-2 [ISO94], and MPEG-4 [ISO98b] as well as the ITU-T
Recommendations H.261 [ITU93], H.262 (identical to MPEG-2 since it was
an official joint project of ISO/IEC JTC 1/SC 29/WG 11 and ITU-T), and
H.263 [ITU96a]. The latter, H.263, is described in detail since it is used through-
out this book for comparison.

H.263 uses the typical basic structure that has been predominant in all video
coding standards since the development of H.261 in 1990, where the image is
partitioned into macroblocks of 16�16 luminance pixels and 8�8 chrominance
pixels. The coding parameters for the chrominance signals are most of the
time inherited from the luminance signals and need only about 10% of the bit-
rate. Therefore, the chrominance signals will be ignored in the following and a
macroblock is referred to as a block 16� 16 luminance pixels.

Each macroblock can either be coded in Intra or one of several predictive
coding modes. In Intra mode, the macroblock is further divided into blocks
of size 8� 8 pixels and each of these blocks is coded using DCT, scalar quan-
tization, and run-level variable-length entropy coding. The predictive coding
modes can either be of the types Skip, Inter, or Inter+4V. For the Skip
mode, just one bit is spent to signal that the pixels of the macroblock are re-
peated from the prior coded frame. The Inter coding mode uses blocks of size
16�16 pixels and the Inter+4V coding mode uses blocks of size 8�8 pixels
for motion compensation. For both modes, the MCP error image is encoded
similarly to Intra coding by using the DCT for 8� 8 blocks, scalar quantiza-
tion, and run-level variable-length entropy coding. The motion compensation
can be conducted using half-pixel accurate motion vectors where the interme-
diate positions are obtained via bi-linear interpolation. Additionally, the coder
utilizes overlapped block motion compensation, picture-extrapolating motion
vectors, and median motion vector prediction.

H.263+ is the second version of H.263 [ITU96a, CEGK98], where several
optional features are added to H.263 as Annexes I-T. One notable technical
advance over prior standards is that H.263+ was the first video coding standard
to offer a high degree of error resilience for wireless or packet-based transport
networks. In Section 1.6, source coding features including those that are spec-
ified in H.263+ are reviewed that improve rate-distortion performance when
transmitting compressed video over error prone channels.

H.263+ also adds some improvements in compression efficiency for Intra-
frame coding. This advanced syntax for Intra-frame coding is described in
Annex I of the ITU-T Recommendation H.263+ [ITU98a]. Annex I provides
significant rate-distortion improvements between 1 and 2 dB compared to the
H.263 baseline Intra-frame coding mode when utilizing the same amount of
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bits for both codecs [CEGK98]. Hence, the advanced Intra-frame coding
scheme of Annex I will be employed in all comparisons throughout this book.

Other Annexes contain additional functionalities including specifications for
custom and flexible video formats, scalability, and backward-compatible sup-
plemental enhancement information. The syntax of H.263+ [ITU98a] provides
the underlying structure for tests of the MCP ideas in this book.

1.4 EFFECTIVENESS OF MOTION COMPENSATION
TECHNIQUES IN HYBRID VIDEO CODING

In Section 1.2, the various technical features of a modern video codec are
described and in Section 1.3 their integration into the efficient syntax of the
H.263 video compression standard is delineated. In this section, the impact of
the various parts are assessed via rate-distortion results that are obtained under
the the simulation conditions that are described in Appendix A. The distortion
is measured as average PSNR as described in Section A.1, while the set of test
sequences is specified in Tab. A.1 in Section A.2.

The set of test sequences has been encoded with different prediction modes
enabled. For that, each sequence is encoded in QCIF resolution using the
H.263+ video encoder incorporating optimization methods described later in
Chapter 2. For comparison, rate-distortion curves have been generated and
the bit-rate is measured at equal PSNR of 34 dB. The intermediate points of
the rate-distortion curves are interpolated and the bit-rate that corresponds to a
given PSNR value is obtained. The percentage in bit-rate savings corresponds
to different absolute bit-rate values for the various sequences. Hence, also rate-
distortion curves are shown. Nevertheless, computing bit-rate savings might
provide a meaningful measure, for example, for video content providers who
want to guarantee a certain quality of the reconstructed sequences.

The experiments are conducted so as to evaluate the improvements that are
obtained when increasing the capability of motion compensation. Please note
that all MCP methods tested are included in ITU-T Recommendation H.263+
and therefore the results presented are obtained by enabling prediction modes
that correspond to the various cases. The following cases have been considered:

INTRA: Intra-frame coding. The advanced Intra-frame coding mode of
H.263+ is employed utilizing 8�8DCT and transform coefficient prediction
within each frame [ITU98a].

CR: Conditional replenishment. CR allows a choice between one of two
modes of representation for each 16 � 16 image block (Skip mode and
Intra mode). Skip mode means copying the image content from the
previous frame.
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FD: Frame difference coding. As CR but frame difference coding is enabled
additionally, i.e., the copied macroblock can be refined using DCT-based
residual coding as specified in H.263+.

IP-MC: Integer-pixel motion compensation. In addition to the prediction
options in FD, also full-pixel accurate motion vectors are used. This is the
method for motion compensation as specified in H.261 [ITU93]. IP-MC is
realized by not searching half-pixel positions in the H.263+ coder. Please
note that no loop filter is utilized in the experiments. Such a loop filter as
it is specified in H.261 [ITU93] can provide significant improvements in
rate-distortion performance [GSF97].

HP-MC: Half-pixel motion compensation. The accuracy of the motion
vectors is increased to half-pixel intervals. This case corresponds to the
syntax support for motion compensation of the H.263 baseline coder.

TMN-10: Test-model near-term 10, using the recommended H.263+ coder
control [ITU98d]. TMN-10 utilizes all coding options from Intra-frame
coding to half-pixel motion compensation. In H.263+ terminology: the
coder uses H.263 baseline and Annexes D, F, I, J, and T. The main additional
feature is that the encoder can either choose between blocks of size 16� 16
and 8� 8 for motion compensation.
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Figure 1.3. Average bit-rate savings versus increased prediction capability for the test se-
quences in Tab. A.1. The plot on the left-hand side shows the bit-rate savings when setting the
bit-rate for advanced intra coding (INTRA) to 100 %. The right-hand side plot shows the same
results but setting the bit-rate needed for CR coding to 100 %. The abbreviations fm, mc, st, te,
cs, md, nw, and si correspond to those in Tab. A.1 and thus show the bit-rate savings for each
test sequence.

Figure 1.3 shows the average reduction in bit-rate for identical PSNR level
of 34 dB over the set of test sequences. The left-hand side plot of Fig. 1.3
shows the bit-rate savings when setting the bit-rate for advanced intra coding to
100 %. The bit-rate savings obtained when moving from Intra-frame to CR
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coding are dependent on the presence of global motion in the scene. Those 4
sequences for which CR coding provides roughly 60 % bit-rate savings are the
ones with a still camera. Obviously, improved motion prediction capability does
not provide much additional gain for those areas in the scene that correspond to
static background. The other 4 sequences contain global motion and concepts
such as CR coding or FD coding do not give a significant improvement against
Intra coding. The average of the 8 sequences is marked with stars.

In order to reduce the influence of the static background, CR coding is used
as the reference for determining the bit-rate savings in the right-hand side plot
in Fig. 1.3. For that, the bit-rate of CR coding is set to 100 %. A bit-rate saving
of 22 % against CR coding can be obtained by FD coding. The next step, full-
pixel accurate motion compensation, provides a bit-rate reduction of 15 % on
top of FD coding. The step from full-pixel to half-pixel accuracy for 16 � 16
blocks corresponds to another 13 % of bit-rate savings. This improvement is
also theoretically described in [Gir87, Gir93]. The final step, TMN-10, which
includes features such as variable block sizes and motion vectors over picture
boundaries provides another 5 % bit-rate reduction when considering the bit-
rate of CR coding as 100 %. The TMN-10 coder is the anchor that is used
throughout this book for comparison.

In Fig. 1.4, the rate-distortion curves for the sequences Foreman, Mobile
& Calendar, Mother & Daughter, and News from the set of test sequences in
Tab. A.1 are shown. For that, the DCT quantization parameter is varied over
the values 4, 5, 7, 10, 15, and 25. Other encoding parameters are adjusted
accordingly. The precise coder control is following the ideas of TMN-10, the
test model of the H.263 standard [ITU98d], which will be explained in the next
chapter. The upper two sequences, Foreman and Mobile & Calendar in Fig. 1.4
contain global motion while the lower ones, Mother & Daughter and News are
captured by a still camera showing only little motion. The gains in PSNR when
comparing the cases of CR coding and TMN-10 at equal bit-rates are between
3 and 6 dB.

1.5 ADVANCED MOTION COMPENSATION
TECHNIQUES

This section reviews ideas for improving the efficiency of video codecs by
further enhancing MCP beyond what is already included in the experiments in
the previous section and not covered in this book. Further, only those approaches
are reviewed that are related to the ideas that are developed in this book, which
are based on:

1. Exploitation of long-term statistical dependencies,

2. Efficient modeling of the motion vector field,
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Figure 1.4. Rate-distortion curves for the sequences Foreman (top left), Mobile & Calendar
(top right), Mother & Daughter (bottom left), and News (bottom right).

3. Multi-hypothesis prediction.

For these areas, researchers have developed models and proposed video coding
strategies that are described in detail below.

1.5.1 EXPLOITATION OF LONG-TERM STATISTICAL
DEPENDENCIES

Long-term statistical dependencies are not exploited in existing video compres-
sion standards. Typically, motion compensation is carried out by exclusively
referencing the prior decoded frame. This single-frame approach follows the
argument that the changes between successive frames are rather small and thus
short-term statistical dependencies are sufficient for consideration. However,
various techniques have been proposed in the literature for the exploitation of
particular long-term dependencies like scene cuts, uncovered background or
aliasing-compensated sub-pixel interpolation using multiple past frames.
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One approach to exploit particular long-term dependencies is called short-
term frame memory/long-term frame memory prediction. It has been proposed
to the MPEG-4 standardization group [ISO96a]. As specified in [ISO96a],
the encoder is enabled to use two frame memories to improve prediction effi-
ciency. The short-term frame memory stores the most recently decoded frame,
while the long-term frame memory stores a frame that has been decoded earlier.
In [ISO96a], a refresh rule is specified that is based on a detection of a scene
change in order to exploit repeated scene cuts. This approach is included as a
special case of the new technique that is presented in Chapter 3 of this book to
exploit long-term statistical dependencies.

In [ISO96a], it is also proposed to include frames into the long-term frame
memory that are generated by so-called background memory prediction. Several
researchers have proposed algorithms to exploit uncovered background effects
using background memory prediction [MK85, Hep90, Yua93, DM96, ZK98].
Generating a background memory frame as a second reference picture for MCP
is mainly an image segmentation problem where an algorithm has to distin-
guish between moving foreground objects and the background. Most of the
background memory estimation algorithms work sufficiently well for scenes
with stable background but very often break down if camera motion or back-
ground changes occur. But the performance of the approach highly depends on
the segmentation result. Moreover, the boundary between the foreground and
background object has to be composed out of the two frame memories which
might increase the bit-rate.

Another approach for improved coding efficiency using long-term dependen-
cies has been presented byWedi [Wed99]. The approach in [Wed99] employs
an advanced sub-pixel motion compensation scheme which is based on the fol-
lowing effect. If an unmoved analog image signal is spatially sampled at the
same positions at different times, the two sampled signals are identical, even
if the spatial sampling rate is below the Nyquist frequency, in which case the
two sampled images would be identical including the resulting aliasing. This
also holds, if the image moves by integer factors of the spatial sampling in-
terval. The idea is to assemble a high-resolution image for sub-pixel motion
compensation, where the sub-pixel positions are obtained using several past
reconstructed frames. Instead of interpolating image content between spatial
sampling positions, the corresponding sub-pixel shifted versions in previous
decoded frames are utilized. For that, the algorithm in [Wed99] recursively
updates the high-resolution image at encoder and decoder simultaneously as
the image sequence progresses employing transmitted motion vectors. Again,
the performance of this approach highly depends on the estimation step for the
high-resolution image.

In Chapter 3, an approach is presented for the exploitation of long-term sta-
tistical dependencies called long-term memory MCP. Long-term memory MCP
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can jointly exploit effects like scene cuts, uncovered background or aliasing-
compensated prediction with one single concept. However, long-term memory
MCP is not restricted to a particular kind of scene structure or to a particular
effect as the above mentioned techniques are.

1.5.2 EFFICIENT MODELING OF THE MOTION
VECTOR FIELD

The efficiency of coding the motion information is often increased by enhancing
the motion model. This is motivated by the fact that independently moving
objects in combination with camera motion and focal length change lead to a
sophisticated motion vector field in the image plane which may not be efficiently
approximated by purely translational motion models. Also, the exploitation of
long-term statistical dependencies might be difficult in this case. Hence, various
researchers have proposed techniques to extend the translational motion model
towards higher-order parametric models.

In an early work, Tsai and Huang derive a parametric motion model that
relates the motion of planar objects in the scene to the observable motion field
in the image plane for a perspective projection model [TH81]. The eight pa-
rameters of this model are estimated using corresponding points [TH81]. A
problem that very often occurs with the eight parameter model is that some
parameters appear in the denominator of the parametric expression which ad-
versely affects the parameter estimation procedure due to numerical problems.
In [HT88], H�otter and Thoma approximate the planar object motion us-
ing a two-dimensional quadratic model of twelve parameters. The parameters
are estimated using spatial and temporal intensity gradients which drastically
improves the parameter estimates in the presence of noise.

In case the objects in the scene or the considered parts of the objects do not
show large depth variations with respect to the image plane, the simpler camera
model of parallel projection can be applied. Popular motion models for par-
allel projection are the affine and bilinear motion model. Various researchers
have utilized affine and bilinear motion models for object-based or region-based
coding of image sequences [Die91, San91, YMO95, CAS+96, FVC87, HW98].
The motion parameters are estimated such that they lead to an efficient repre-
sentation of the motion field inside the corresponding image partition. Due to
the mutual dependency of motion estimation and image partition a combined
estimation must be utilized. This results in a sophisticated optimization task
which usually is very time consuming. Moreover, providing the encoder the
freedom to specify a precise segmentation has generally not yet resulted in a
significant improvement of compression performance for natural camera-view
scene content due to the number of bits needed to specify the segmentation.
Hence, other researchers have used affine or bilinear motion models in con-
junction with a block-based approach to reduce the bit-rate for transmitting the
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image segmentation [LF95, ZBK97]. They have faced the problem that espe-
cially at low bit-rates the overhead associated with higher order motion models
that are assigned to smaller size blocks might be prohibitive. A combination
of the block-based and the region-based approach is presented in [KNH97].
Karczewicz et al. report in [KNH97] that the use of the twelve parameter
motion model in conjunction with a coarse segmentation of the video frame
into regions, that consist of a set of connected blocks of size 8� 8 pixels, can
be beneficial in terms of coding efficiency.

In the previous section, it has been pointed out that background mem-
ory prediction often breaks down in the case of camera motion. Within the
MPEG-4 standardization group, a technique called Sprites has been consid-
ered [DM96, ISO97b, SSO99] that can be viewed as an extension of background
memory prediction to robustly handle camera motion. In addition, image con-
tent that temporally leaves the field of view can be more efficiently represented.
Sprites can be used to improve the efficiency of MCP in case of camera motion
by warping a second prediction signal towards the actual frame. The tech-
nique first identifies background and foreground regions based on local motion
estimates. Camera motion is then estimated on the background by applying
parametric global motion estimation. After compensating for camera motion,
the background content is integrated into a so-called background mosaic. The
Sprite coder warps an appropriate segment of the background mosaic towards
the current frame to provide the second reference signal. The motion model
used is typically a six parameter affine model. The generation of the back-
ground mosaic is conducted either on-line or off-line and the two approaches
are referred to as Dynamic Sprites and Static Sprites, respectively. So far, only
Static Sprites are part of the MPEG-4 standard [ISO98a]. For Static Sprites,
an iterative procedure is applied to analyze the motion in a video sequences of
several seconds to arrive at robust segmentation results. This introduces a delay
problem that cannot be resolved in interactive applications. On the other hand,
the on-line estimation problem for Dynamic Sprites is very difficult and only
recently some advantages have been reported [SSO99].

An interesting generalization of the background memory and Sprite tech-
niques has been proposed by Wang and Adelson, wherein the image se-
quence is represented by layers [WA94]. In addition to the background, the
so-called layered coding technique can represent other objects in the scene as
well. As for Static Sprites, the layers are determined by an iterative analysis of
the motion in a complete image sequence of several seconds.

A simplification of the clustering problem in object-based or region-based
coding and the parameter estimation in Sprite and layered coding is achieved by
restricting the motion compensation to one global model that compensates the
camera motion and focal length changes [Höt89, JKS+97, ISO97a]. Often, the
background in the scene is assumed to be static and motion of the background
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in the image plane is considered as camera motion. For the global motion
compensation of the background often an affine motion model is used where
the parameters are estimated typically using two steps. In the first step, the
motion parameters are estimated for the entire image and in the second step, the
largest motion cluster is extracted. The globally motion-compensated frame is
either provided additionally as a second reference frame or the prior decoded
frame is replaced. Given the globally motion-compensated image as a reference
frame, typically a block-based hybrid video coder conducts translational motion
compensation. The drawback of global motion compensation is the limitation in
rate-distortion performance due to the restriction to one motion parameter vector
per frame. The benefits of this approach are the avoidance of sophisticated
segmentation and parameter estimation problems. Global motion compensation
is therefore standardized as an Annex of H.263+ [ITU98a] to enhance the coding
efficiency for the on-line encoding of video.

In this book, the global motion compensation idea is extended to employing
several affine motion parameter sets in Chapter 4. The estimation of the various
affine motion parameter sets is conducted so as to handle multiple independently
moving objects in combination with camera motion and focal length change.
Long-term statistical dependencies are exploited as well by incorporating long-
term memory MCP.

1.5.3 MULTI-HYPOTHESIS PREDICTION
Another approach to enhance the performance of motion compensation is multi-
hypothesis prediction. The idea of multi-hypothesis MCP is to superimpose
various prediction signals to compute the MCP signal. The multi-hypothesis
motion-compensated predictor for a pixel location l = (x; y; t)T in the image
segmentAk is defined as

ŝ[l] =
PX
p=1

hp[l] � �s[l �mk;p]; 8l 2 Ak : (1.3)

with ŝ[l] being a predicted pixel value and �s[l �mk;p] being a motion-
compensated pixel from a decoded frame corresponding to the p’th hypothesis.
For each of the P hypotheses, the factor hp specifies the weight that is used to
superimpose the various prediction signals. This scheme is a generalization of
(1.1) and it includes concepts like sub-pixel accurate MCP [Gir87, Gir93],
spatial filtering [ITU93], overlapped block motion compensation (OBMC)
[WS91, NO92, Sul93, OS94], and B-frames [MPG85].

The latter approach, B-frames, utilizes two reference frames which are the
prior decoded picture and the temporally succeeding picture. In each of the two
reference frames, a block is referenced using a motion vector and the MCP signal
is obtained by a superposition with identical weightshp = 1=2; p = 1; 2 for both
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blocks. The weights are constant over the complete block. As the temporally
succeeding picture has to be coded and transmitted before the bi-directional
predicted picture, a delay problem is introduced that cannot be resolved in
interactive applications and therefore, B-frames are not considered further in
this book.

A rationale for multi-hypothesis MCP is that if there areP different plausible
hypotheses for the motion vector that properly represents the motion of a pixel
s[l], and if each of these can be associated with a hypothesis probability hp[l],
then the expected value of the pixel prediction is approximated by (1.3). The
expected value is the estimate which minimizes the mean-square error in the
prediction of any random variable. Another rationale is that if each hypothesis
is viewed as a noisy representation of the pixel, then performing an optimized
weighted averaging of the results of several hypotheses as performed in (1.3) can
reduce the noise. The multi-hypothesis MCP concept was introduced in [Sul93],
and an estimation-theoretic analysis with a focus on OBMC was presented
by Orchard and Sullivan [OS94]. A rate-distortion efficiency analysis
including OBMC and B-frames is presented by Girod in [Gir00].

1.6 VIDEO TRANSMISSION OVER ERROR PRONE
CHANNELS

An H.263-compressed video signal is extremely vulnerable to transmission
errors. Transmission errors can be reduced by appropriate channel coding
techniques. For channels without memory, such as the AWGN channel, channel
coding techniques provide very significant reductions of transmission errors
at a comparably moderate bit-rate overhead. For the mobile fading channel,
however, the effective use of forward error correction is limited when assuming
a small end-to-end delay. Here the use of error resilience techniques in the
source codec becomes important.

In Inter mode, i.e., when MCP is utilized, the loss of information in one
frame has a considerable impact on the quality of the following frames. As a
result, spatio-temporal error propagation is a typical transmission error effect
for predictive coding. Because errors remain visible for a longer period of time,
the resulting artifacts are particularly annoying to end users. To some extent,
the impairment caused by transmission errors decays over time due to leakage
in the prediction loop. However, the leakage in standardized video decoders
like H.263 is not very strong, and quick recovery can only be achieved when
image regions are encoded in Intramode, i.e., without reference to a previous
frame. The Intra mode, however, is not selected very frequently during
normal encoding and completely Intra coded frames are not usually inserted
in real-time encoded video as is done for storage or broadcast applications.
Instead, only single macroblocks are encoded in Intra mode for regions that
cannot be predicted efficiently.
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The Error Tracking approach [FSG96, SFG97, GF99, FGV98] utilizes the
Intramode to stop inter-frame error propagation but limits its use to severely
impaired image regions only. During error-free transmission, the more effec-
tive Intermode is utilized, and the system therefore adapts to varying channel
conditions. Note that this approach requires that the encoder has knowledge
of the location and extent of erroneous image regions at the decoder. This can
be achieved by utilizing a feedback channel from the receiver to the transmit-
ter. The feedback channel is used to send negative acknowledgment messages
(NACKs) back to the encoder. NACKs report the temporal and spatial location
of image content that could not be decoded successfully and had to be con-
cealed. Based on the information of a NACK, the encoder can reconstruct the
resulting error distribution in the current frame, i.e., track the error from the
original occurrence to the current frame. Then, the impaired macroblocks are
determined and error propagation can be terminated by Intra coding these
macroblocks.

In this book, the Error Tracking approach is extended to cases when the en-
coder has no knowledge about the actual occurrence of errors, i.e., without feed-
back information. In this situation the selection of Intra coded macroblocks
can be done either randomly or preferably in a certain update pattern. For ex-
ample, Zhu [ZK99b] has investigated update patterns of different shape, such
as 9 randomly distributed macroblocks, 1� 9, or 3� 3 groups of macroblocks.
Although the shape of different patterns slightly influences the performance,
the selection of the correct Intra percentage has a significantly higher influ-
ence. In [HM92] and [LV96] it is shown that it is advantageous to consider the
image content when deciding on the frequency of Intra coding. For example,
image regions that cannot be concealed very well should be refreshed more of-
ten, whereas no Intra coding is necessary for completely static background.
In [FSG99, SFLG00], an analytical framework is presented on how to optimize
the Intra refresh rate. In [HPL98], a trellis is used to estimate the conceal-
ment quality to introduce a bias into the coder control towards Intra coding.
The extension in this book incorporates an estimate of the spatio-temporal error
propagation to affect the coder control.

Similar to the Error Tracking approach, the Reference Picture Selection mode
of H.263+ also relies upon a feedback channel to efficiently stop error propaga-
tion after transmission errors. This mode is described in Annex N of H.263+,
and is based on the NEWPRED approach that was suggested in [ITU96b]. A
proposal similar to NEWPRED has been submitted to the MPEG-4 standardiza-
tion group [ISO96b]. Instead of using the Intra coding of macroblocks, the
Reference Picture Selection mode allows the encoder to select one of several
previously decoded frames as a reference picture for prediction. In order to
stop error propagation while maintaining the best coding efficiency, the avail-
able feedback information can be used to select the most recent error-free frame.
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Note that also erroneous frames could be used for prediction, if the con-
cealment strategy at the decoder were standardized. In this case, the encoder
could exactly reconstruct the erroneous reference frames at the decoder based on
NACKs and acknowledgment messages (ACKs). ACKs report the temporal and
spatial location of image content that has been decoded successfully. Because
of the lack of a standardized concealment strategy and the increase in complex-
ity, this approach is not considered in the description of Annex N. Instead, it is
assumed that only error-free frames are selected as a reference. However, for
very noisy transmission channels, it can be difficult to transmit complete frames
without any errors. In this case, the most recent error-free frame can be very old
and hence ineffective for MCP. Therefore, the Independent Segment Decoding
mode as described in Annex R of H.263 has been specified. The Independent
Segment Decoding mode was suggested in [ITU95]. In the Independent Seg-
ment Decoding mode, the video sequence is partitioned into sub-videos that can
be decoded independently from each other. A popular choice is to use a group
of blocks (GOB) as a sub-video. In a QCIF frame, a GOB consists of a row of
11 macroblocks [ITU98a]. The Independent Segment Decoding mode signif-
icantly reduces the coding efficiency of motion compensation, particularly for
vertical motion, since image content outside the current GOB must not be used
for prediction. Therefore, a simple error concealment strategy is assumed in
this book where lost picture content is concealed by the corresponding pixels
in the previous decoded picture.

Reference Picture Selection can be operated in two different modes, ACK
and NACK mode. In the ACK mode case, correctly received image content
is acknowledged and the encoder only uses acknowledged image content as a
reference. If the round trip delay is greater than the encoded picture interval,
the encoder has to use a reference frame further back in time. This results
in decreased coding performance for error-free transmission. In the case of
transmission errors, however, only small fluctuations in picture quality occur.
In the second mode, the NACK mode, only erroneously received image content
is signaled by sending NACKs. During error-free transmission, the operation of
the encoder is not altered and the previously decoded image content is used as a
reference. Both modes can also be combined to obtain increased performance
as demonstrated in [FNI96, TKI97].

Budagavi and Gibson have proposed multiple reference frames for in-
creased robustness of video codecs [BG96, BG97, BG98]. Error propagation is
modeled using a Markov chain analysis which is used to modify the selection
of the picture reference parameter using a strategy called random lag selection.
The Markov chain analysis assumes a simplified binary model of motion com-
pensation not considering quantities like the video signal, actual concealment
distortion, the estimation of the spatial displacements and the macroblock mode
decision. Hence, the coder control is modified heuristically. In [BG96], also
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comparisons are presented regarding improved coding efficiency. The com-
parisons are made against H.263 in baseline mode, i.e., none of the advanced
prediction modes that improve coding efficiency was enabled. But a mean-
ingful comparison should include these advanced prediction modes since they
significantly change the coding efficiency of H.263-based coding and with that
the efficiency trade-off of the components of the transmission system.

The approach that is presented in Chapter 6 of this book unifies concepts
such as Error Tracking as well as ACK and NACK reference picture selection
into a single approach. For that, an estimate of the average decoder distortion
is incorporated into the coder control affecting motion vector estimation and
macroblock mode decision.

1.7 CHAPTER SUMMARY
The efficient transmission of video is a challenging task. The state-of-the-art
in video coding is represented by the ITU-T Recommendation H.263+. The
presented ideas in this book propose to improve the performance of MCP. This
approach is in line with past developments in video coding where most of the
performance gains have been obtained via enhanced MCP. That is demonstrated
by comparing the rate-distortion performance when enabling more and more
advanced motion representation possibilities. The best coding efficiency is
obtained when all options for motion coding are utilized in H.263+. Hence,
H.263+ will be considered as the underlying syntax to evaluate the proposed
ideas in this book.

In the literature, various approaches for improving MCP can be found
where long-term statistical dependencies in the video sequence are exploited
including short-term frame memory/long-term frame memory prediction, back-
ground memory prediction, and aliasing prediction. The short-term frame
memory/long-term frame memory prediction approach exploits repeated scene
cuts. This approach does provide a gain in case such a scene cut occurs and is
included as a special case of the new technique that is presented in Chapter 3
of this book. For background memory prediction, researchers have proposed to
estimate an additional reference frame for motion compensation that contains
the background. For aliasing prediction, a high-resolution image for sub-pixel
motion compensation is estimated. The estimation for background memory
and aliasing prediction is based on past decoded frames and transmitted param-
eters since encoder and decoder have to conduct it simultaneously. Therefore,
the possible prediction gain highly depends on the accuracy of these estimates.
Additionally, each of the methods (short-term frame memory/long-term frame
memory, background memory and aliasing prediction) can only exploit the
particular effect it is designed for.

Various researchers have proposed to improve the coding efficiency of hy-
brid video codecs by enhancing the motion model. Typically, affine and bilinear
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motion models are utilized. In order to provide an efficient representation of
the image plane motion, using e.g. affine motion models, the image is often
non-uniformly partitioned. Due to the mutual dependency of motion estima-
tion and image partition a combined estimation must be utilized. This results
in a sophisticated optimization task which usually is very time consuming. A
simplification of the optimization task is achieved by restricting the motion com-
pensation to one global model that compensates the camera motion and focal
length changes. The drawback of global motion compensation is the limitation
in rate-distortion performance due to the restriction to one motion parameter
set per frame. In Chapter 4 of this book, the global motion compensation idea
is extended to employing several affine motion parameter sets in Chapter 4.

Another approach for enhancing MCP is called B-frames, where two ref-
erence frames are utilized. When coding a block of a B-frame, one block in
each of the two reference frames is addressed using a motion vector. The MCP
signal is obtained by a superposition with identical weights 1=2 for both blocks.
B-frames can significantly improve prediction performance. However, the two
reference frames are the prior decoded picture and the temporally succeeding
picture. As the temporally succeeding picture has to be coded and transmitted
before the B-frame, a delay problem is introduced that cannot be resolved in
interactive applications.

The H.263-compressed video signal is extremely vulnerable to transmission
errors. Preventing transmission errors by forward error correction might incur
a prohibitive overhead for bursty channels and small end-to-end delays that
have to be considered in many applications. Hence, various researchers have
proposed video source coding strategies to improve the robustness of video
transmission systems. The main problem that is specific to the transmission of
hybrid coded video employing MCP is inter-frame error propagation. Known
techniques to stop temporal error propagation are Intra coding and reference
picture selection. The application of the new prediction ideas in this book to
the transmission of coded video over error-prone channels leads to a gener-
alization of the known techniques with the result of improved rate-distortion
performance.
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Chapter 2

RATE-CONSTRAINED CODER CONTROL

One key problem in video compression is the operational control of the source
encoder. This problem is compounded because typical video sequences contain
widely varying content and motion, necessitating the selection between different
coding options with varying rate-distortion efficiency for different parts of the
image. The task of coder control is to determine a set of coding parameters, and
thereby the bit-stream, such that a certain rate-distortion trade-off is achieved
for a given decoder. This chapter focuses on coder control algorithms for
the case of error-free transmission of the bit-stream. A particular emphasis
is on Lagrangian bit-allocation techniques, which have emerged as a widely
accepted approach. The popularity of this approach is due to its effectiveness
and simplicity.

The application of Lagrangian techniques to control a hybrid video coder is
not straightforward because of temporal and spatial dependencies of the rate-
distortion costs. The optimization approach presented here concentrates on
bit-allocation for the coding parameters for the Inter mode in a hybrid video
coding environment. Furthermore, a new and efficient approach to selecting
the coder control parameters is presented and evaluated. Based on the coder
control developed in this chapter, a contribution was submitted to the ITU-T
Video Coding Experts Group [ITU98b], which led to the creation of a new test
model, TMN-10 [ITU98d]. TMN-10 is the recommended encoding approach
of the ITU-T video compression standard H.263+ [ITU98a]. Moreover, the test
model of the new standardization project of the ITU-T Video Coding Experts
Group, the TML [LT00], is based on the techniques presented here.

The general approach of bit-allocation using Lagrangian techniques is ex-
plained in Section 2.1. Section 2.2 presents a review of known approaches to
the application of Lagrangian techniques in hybrid video coding. TMN-10,
the encoder test model for the ITU-T Recommendation H.263 is presented in
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Section 2.3. In Section 2.4, the approach to choose the parameters for the TMN-
10 coder control is described and analyzed by means of experimental results.
The efficiency of the proposed techniques is verified by experimental results
in Section 2.5. Comparison is made to the threshold-based coder control that
is employed in the test model near-term, version 9 (TMN-9). TMN-9 is the
preceding ITU-T test model to TMN-10.

2.1 OPTIMIZATION USING LAGRANGIAN
TECHNIQUES

Consider K source samples that are collected in the K-tuple S =
(S1; : : : ;SK). A source sample Sk can be a scalar or vector. Each source
sample Sk can be quantized using several possible coding options that are in-
dicated by an index out of the setOk = fOk1; : : : ; OkNkg. Let Ik 2 Ok be the
selected index to code Sk. Then the coding options assigned to the elements in
S are given by the components in the K-tuple I = (I1; : : : ; IK). The problem
of finding the combination of coding options that minimizes the distortion for
the given sequence of source samples subject to a given rate constraint Rc can
be formulated as

min
I

D(S;I)

subject to R(S;I) � Rc:
(2.1)

Here,D(S;I) andR(S;I) represent the total distortion and rate, respectively,
resulting from the quantization of S with a particular combination of coding
options I . In practice, rather than solving the constrained problem in (2.1), an
unconstrained formulation is employed as a Lagrangian minimization approach

I
� = argmin

I

fD(S;I) + � �R(S;I)g ; (2.2)

with � � 0 being the Lagrange parameter. This unconstrained solution to
a discrete optimization problem was introduced by Everett [Eve63]. The
solutionI� to (2.2) is optimal in the sense that if a rate constraintRc corresponds
to �, then the total distortion D(S;I�) is minimum for all combinations of
coding options with bit-rate less or equal to Rc.

Assuming additive distortion and rate measures, the Lagrangian cost function
J for a given value of the Lagrange parameter � can be decomposed into a sum
of terms over the elements in S yielding

I
� = argmin

I

KX
k=1

J(Sk;I j�) (2.3)

with
J(Sk;I j�) = D(Sk;I) + � �R(Sk;I); (2.4)
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where D(Sk;I) and R(Sk;I) are distortion and rate, respectively, for Sk
given the combination of coding options in I . Even with this simplified La-
grangian formulation, the solution to (2.3) remains rather unwieldy due to the
rate and distortion dependencies manifested in the D(Sk;I) and R(Sk;I)
terms. Without further assumptions, the resulting distortion and rate associated
with a particular source sample Sk is inextricably coupled to the chosen coding
options for every other source sample in S .

On the other hand, for many coding systems, the bit-stream syntax imposes
additional constraints that can further simplify the optimization problem. A
computationally very efficient case is obtained when the codec is restricted so
that rate and distortion for a given source sample are independent of the chosen
coding options of all other source samples in S . As a result, a simplified
Lagrangian cost function can be computed as

J(Sk;I j�) = J(Sk; Ikj�): (2.5)

In this case, the optimization problem of (2.3) reduces to

min
I

KX
i=1

J(Sk;I j�) =
KX
i=1

min
Ik

J(Sk; Ikj�); (2.6)

and can be easily solved by independently selecting the coding option for each
Sk 2 S. For this particular scenario, the problem formulation is equivalent
to the bit-allocation problem for an arbitrary set of quantizers, proposed by
Shoham and Gersho [SG88].

This technique has gained importance due to its effectiveness, conceptual
simplicity, and its ability to effectively evaluate a large number of possible
coding choices in an optimized fashion. In the next section, the application of
Lagrangian optimization techniques to hybrid video coding is described.

2.2 LAGRANGIAN OPTIMIZATION IN VIDEO
CODING

Consider a block-based hybrid video codec such as H.261, H.263 or MPEG-
1/2/4. Let the image sequence s be partitioned into K distinct blocks Ak and
the associated pixels be given as Sk. The options Ok to encode each block
Sk are Intra and Inter coding modes with associated parameters. The
parameters are DCT coefficients and quantizer value Q for both modes plus one
or more motion vectors for the Inter mode. The parameters for both modes
are often predicted using transmitted parameters of preceding modes inside the
image. Moreover, the Intermode introduces a temporal dependency because
reference is made to prior decoded pictures via MCP. Hence, the optimization
of a hybrid video encoder would require the minimization of the Lagrangian
cost function in (2.2) for all blocks in the entire sequence. This minimization
would have to proceed over the product space of the coding mode parameters.
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Some of the dependencies of the parameters can be represented by a trellis and
have indeed been exploited by various researchers using dynamic programming
methods. Bit-allocation to DCT coefficients was proposed by Ortega and
Ramchandran [OR95], and a version that handles the more complex struc-
ture of the entropy coding of H.263 has recently appeared [ITU98c, WLV98].
In [WLCM95, WLM+96], the prediction of coding mode parameters from pa-
rameters of preceding blocks inside an image is considered. Interactions such
as the number of bits needed to specify a motion vector value that depend on
the values of the motion vectors in neighboring regions or the areas of influence
of different motion vectors due to overlapped-block motion compensation are
considered. Later work on the subject which also included the option to change
the DCT quantizer value on a macroblock to macroblock basis appeared in
[SK96]. Chen and Willson exploit dependencies in differential coding of
motion vectors for motion estimation [CW98]. An example for the exploitation
of temporal dependencies in video coding can be found in [ROV94]. The work
of Ramchandran, Ortega, and Vetterli in [ROV94] was extended by
Lee and Dickinson in [LD94], but video encoders for interactive communi-
cations must neglect this aspect to a large extent, since they cannot tolerate the
delay necessary for optimizing a long temporal sequence of decisions.

In many coder control algorithms, including the one employed in this book,
the spatial and temporal dependencies between blocks are neglected. This is
because of the large parameter space involved and delay constraints. Hence, for
each block Sk, the coding mode with associated parameters is optimized given
the decisions made for prior coded blocks. Consequently, the coding mode for
each block is determined using the Lagrangian cost function in (2.3). This can
easily be done for the Intra coding mode via DCT transform and successive
quantization as well as run-length encoding of the coefficients.

For the Inter coding mode, the associated parameter space is still very large
and further simplifications are necessary. Ideally, decisions should be controlled
by their ultimate effect on the resulting pictures, but this ideal may not be
attainable or may not justify the associated complexity in all cases. Considering
each possible motion vector to send for a picture area, an encoder should perform
an optimized coding of the residual error and measure the resulting bit usage
and distortion. Only by doing this can the best possible motion vector value be
determined. However, there are typically thousands of possible motion vector
values to choose from, and coding just one residual difference signal typically
requires a significant fraction of the total computational power of a practical
encoder.

A simple and widely accepted method of determining the Lagrangian costs
for the Inter coding mode is to search for a motion vector that minimizes a
Lagrangian cost criterion prior to residual coding. The bit-rate and distortion of
the following residual coding stage are either ignored or approximated. Then,
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given the motion vector(s), the parameters for the residual coding stage are
encoded. The minimization of a Lagrangian cost function for motion estimation
as given in (2.3) was first proposed by Sullivan and Baker [SB91]. A
substantial amount of work on the subject has appeared in literature [CKS96,
KLSW97, CW96, SK97, CW98].

A theoretical frame work for bit-allocation in a hybrid video coder has been
introduced byGirod [Gir94]. The analysis in [Gir94] provides the insight that
the hybrid video coder should operate at constant distortion-rate slopes when
allocating bits to the motion vectors and the residual coding.

2.3 CODER CONTROL FOR ITU-T
RECOMMENDATION H.263

The ITU-T Video Coding Experts Group maintains a document describing ex-
amples of encoding strategies, called its test model. An important contribution
of this book is the proposal of a coder control that is based on Lagrangian opti-
mization techniques [ITU98b]. The proposal in [ITU98b] lead to the creation
of a new test model: TMN-10 [ITU98d]. The TMN-10 coder control is used
as a basis for comparison in this book to evaluate the proposed MCP ideas.

TMN-10 rate control utilizes macroblock mode decision similar to
[WLM+96] but without consideration of the dependencies of distortion and
rate values on coding mode decisions made for past or future macroblocks.
Hence, for each macroblock, the coding mode with associated parameters is
optimized given the decisions made for prior coded blocks only. Consequently,
the coding mode for each block is determined using the Lagrangian cost func-
tion in (2.3). Let the Lagrange parameter �MODE and the DCT quantizer value
Q be given. The Lagrangian mode decision for a macroblock Sk in TMN-10
proceeds by minimizing

JMODE(Sk; IkjQ;�MODE) = DREC(Sk; IkjQ)+�MODE �RREC(Sk; IkjQ); (2.7)

where the macroblock mode Ik is varied over the set
fIntra;Skip; Inter; Inter+4Vg. Rate RREC(Sk; IkjQ) and distor-
tion DREC(Sk; IkjQ) for the various modes are computed as follows.

For the Intra mode, the 8� 8 blocks of the macroblock Sk are processed
by a DCT and subsequent quantization. The distortion DREC(Sk; IntrajQ) is
measured as the SSD between the reconstructed and the original macroblock
pixels. The rate RREC(Sk; IntrajQ) is the rate that results after run-level
variable-length coding.

For the Skipmode, distortion DREC(Sk;Skip) and rate RREC(Sk;Skip) do
not depend on the DCT quantizer value Q of the current picture. The distortion
is determined by the SSD between the current picture and the previous coded
picture for the macroblock pixels, and the rate is given as one bit per macroblock,
as specified by ITU-T Recommendation H.263 [ITU96a].
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The computation of the Lagrangian costs for the Inter and Inter+4V
coding modes is much more demanding than for Intra and Skip. This is
because of the block motion estimation step. The size of the blocks can be
either 16 � 16 pixels for the Inter mode or 8� 8 pixels for the Inter+4V
mode. Let the Lagrange parameter �MOTION and the decoded reference picture
�s be given. Rate-constrained motion estimation for a block Si is conducted by
minimizing the Lagrangian cost function

mi = argmin
m2M

fDDFD(Si;m) + �MOTIONRMOTION(Si;m)g ; (2.8)

with the distortion term being given as

DDFD(Si;m) =
X

(x;y)2Ai

js[x; y; t]� �s[x �mx; y �my; t �mt]jp (2.9)

wit p = 1 for the sum of absolute differences (SAD) and p = 2 for the sum
of squared differences (SSD). RMOTION(Si;m) is the bit-rate required for the
motion vector. The search rangeM is�16 integer pixel positions horizontally
and vertically and the prior decoded picture is referenced (mt = 1). Depending
on the use of SSD or SAD, the Lagrange parameter �MOTION has to be adjusted as
discussed in the next section. The motion search that minimizes (2.8) proceeds
first over integer-pixel locations. Then, the best of those integer-pixel motion
vectors is tested whether one of the surrounding half-pixel positions provides
a cost reduction in (2.8). This step is regarded as half-pixel refinement and
yields the resulting motion vector mi. The resulting prediction error signal
u[x; y; t;mi] is similar to the Intramode processed by a DCT and subsequent
quantization. The distortion DREC is also measured as the SSD between the
reconstructed and the original macroblock pixels. The rate RREC is given as the
sum of the bits for the motion vector and the bits for the quantized and run-level
variable-length encoded DCT coefficients.

The described algorithm is used within the ITU-T Video Coding Experts
Group for the evaluation of rate-distortion performance. The TMN-10 specifi-
cation also recommends utilizing the H.263+ Annexes D, F, I, J, and T [ITU98d].
To obtain rate-distortion curves, the coder is run with varying settings for the
encoding parameters �MODE, �MOTION, andQ. A comparison that is based on this
methodology has already been presented in Section 1.4 and is also employed
in the following.

2.4 CHOOSING THE CODER CONTROL
PARAMETERS

In this section, the selection of the coder control parameters �MODE, �MOTION,
and Q is discussed. First, the experiment that leads to the proposed connection
between these parameters is explained. Second, the relationship obtained for the
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Lagrange parameters and DCT quantizer is interpreted. Finally, the efficiency
of the proposed scheme is verified.

2.4.1 EXPERIMENTAL DETERMINATION OF THE
CODER CONTROL PARAMETERS

In TMN-10, the Lagrange parameter �MODE controls the macroblock mode de-
cision when evaluating (2.7). The Lagrangian cost function in (2.7) depends
on the MCP signal and the DFD coding. The MCP signal is obtained by mini-
mizing (2.8), which depends on the choice of �MOTION, while the DFD coding is
controlled by the DCT quantizer value Q. Hence, for a fixed value of �MODE, a
certain setting of �MOTION and Q provides the optimal results in terms of coding
efficiency within the TMN-10 framework. One approach to find the optimal
values of �MOTION and Q is to evaluate the product space of these two param-
eters. For that, each pair of �MOTION and Q has to be considered that could
provide a minimum Lagrangian cost function in (2.7). However, this approach
requires a prohibitive amount of computation. Therefore, the relationship be-
tween �MODE and Q is considered first while fixing �MOTION. The parameter
�MOTION is adjusted according to �MOTION = �MODE when considering the SSD
distortion measure in (2.8). This choice is motivated by theoretical [Gir94] and
experimental results that are presented later in this section.

To obtain a relationship between Q and �MODE, the minimization of the
Lagrangian cost function in (2.7) is extended by the macroblock mode type In-
ter+Q, which permits changing Q by a small amount when sending an Inter
macroblock. More precisely, the macroblock mode decision is conducted by
minimizing (2.7) over the set of macroblock modes

fIntra;Skip; Inter; Inter+4V; : : : (2.10)

Inter+Q(�2); Inter+Q(�1); Inter+Q(+1); Inter+Q(+2)g;

where, for example, Inter+Q(�2) stands for the Inter macroblock mode
being coded with DCT quantizer value reduced by two relative to the previous
macroblock. Hence, the Q value selected by the minimization routine becomes
dependent on �MODE. Otherwise the algorithm for running the rate-distortion
optimized video coder remains unchanged from the TMN-10 specification in
Section 2.3.

Figure 2.1 shows the relative frequency of chosen macroblock quantizer val-
uesQ for several values of�MODE . The Lagrange parameter�MODE is varied over
seven values: 4, 25, 100, 250, 400, 730, and 1000, producing seven normalized
histograms for the chosen DCT quantizer value Q that are depicted in the plots
in Fig. 2.1. In Fig. 2.1, the macroblock Q values are gathered while coding
100 frames of the video sequences Foreman, Mobile & Calendar, Mother &
Daughter, and News. The quantizer value Q does not vary much given a fixed
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Figure 2.1. Relative frequency vs. macroblockQ for various values of the Lagrange parameter
�MODE. The relative frequencies of macroblock Q values are gathered while coding 100 frames
of the video sequences Foreman (top left), Mobile & Calendar (top right), Mother & Daughter
(bottom left), and News (bottom right).

value of �MODE. Moreover, as experimental results show, the gain when permit-
ting the variation is rather small, indicating that fixing Q as in TMN-10 might
be justified.

As can already be seen from the histograms in Fig. 2.1, the peaks of the his-
tograms are very similar among the four sequences and they are only dependent
on the choice of �MODE. This observation can be confirmed by looking at the
left-hand side of Fig. 2.2, where the average macroblock quantizer values Q
from the histograms in Fig. 2.1 are shown. The bold curve in Fig. 2.2 depicts
the function

�MODE(Q) � 0:85 �Q2 ; (2.11)

which is an approximation of the relationship between the macroblock quantizer
value Q and the Lagrange parameter �MODE up to Q values of 25. H.263 allows
only a choice of Q 2 f1; 2; : : : ; 31g. In the next section, a motivation is given
for the relationship between Q and �MODE in (2.11).
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Figure 2.2. Lagrange parameter �MODE vs. average macroblock Q (left) and measured slopes
(right).

2.4.2 INTERPRETATION OF THE LAGRANGE
PARAMETER

The Lagrange parameter is regarded as the negative slope of the distortion-rate
curve [Eve63, SG88, CLG89]. It is simple to show that if the distortion-rate
function DREC(RREC) is strictly convex then JMODE(RREC) = DREC(RREC) +
�MODERREC is strictly convex as well. Assuming DREC(RREC) to be differen-
tiable everywhere, the minimum of the Lagrangian cost function is given by
setting its derivative to zero, i.e.

dJMODE

dRREC
=

dDREC

dRREC
+ �MODE

!
= 0; (2.12)

which yields

�MODE = �dDREC

dRREC
: (2.13)

A typical high-rate approximation curve for entropy-constrained scalar quanti-
zation can be written as [JN94]

RREC(DREC) = a log2

�
b

DREC

�
; (2.14)

with a and b parameterizing the functional relationship between rate and distor-
tion. For the distortion-to-quantizer relation, it is assumed that at sufficiently
high rates, the source probability distribution can be approximated as uniform
within each quantization interval [GP68] yielding

DREC =
(2Q)2

12
=

Q2

3
: (2.15)
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Note that in H.263 the macroblock quantizer value Q is approximately double
the distance of the quantizer reproduction levels. The total differentials of rate
and distortion are given as

dRREC =
@RREC

@Q
dQ =

�2a
Q ln 2

dQ and dDREC =
@DREC

@Q
dQ =

2Q

3
dQ

(2.16)
Plugging these into (2.13), provides the result

�MODE(Q) = �dDREC(Q)

dRREC(Q)
= c �Q2 (2.17)

where c = ln2=(3a). Although the assumptions here may not be completely
realistic, the derivation reveals at least the qualitative insight that it may be
reasonable for the value of the Lagrange parameter �MODE to be proportional to
the square of the quantizer value. As shown above by means of experimental
results, 0.85 appears to be a reasonable value for use as the constant c.

For confirmation of the relationship in (2.17), an experiment has been con-
ducted to measure the distortion-rate slopes dDREC(Q)=dRREC(Q) for a given
value of Q. The experiment consists of the following steps:

1. The TMN-10 coder is run employing quantizer values QREF 2
f4; 5; 7; 10; 15; 25g. The resulting bit-streams are decoded and the recon-
structed frames are employed as reference frames in the next step.

2. Given the coded reference frames, the MCP signal is computed for a fixed
value of

�MOTION = 0:85 �Q2
REF (2.18)

when employing the SSD distortion measure in the minimization of (2.8).
Here, only 16 � 16 blocks are utilized for half-pixel accurate motion com-
pensation. The MCP signal is subtracted from the original signal providing
the DFD signal that is further processed in the next step.

3. The DFD signal is encoded for each frame when varying the value of the
DCT quantizer in the range Q = f1; : : : ; 31g for the Inter macroblock
mode. The other macroblock modes have been excluded here to avoid
the macroblock mode decision that involves Lagrangian optimization using
�MODE.

4. For each sequence andQREF, the distortion and rate values per frame includ-
ing the motion vector bit-rate are averaged, and the slopes are computed
numerically.

Via this procedure, the relationship between the DCT quantizer value Q and
the slope of the distortion-rate curve dDREC(Q)=dRREC(Q) has been obtained
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as shown on the right-hand side of Fig. 2.2. This experiment shows that the
relationship in (2.17) can be measured using the rate-distortion curve for the
DFD coding part of the hybrid video coder. This is in agreement with the
experiment that is employed to establish (2.11).

For further interpretation, an experiment is conducted, which yields the
distortion-rate slopes as well as the functional relationship between �MODE

and Q when permitting all macroblock modes, i.e., Skip, Intra, Inter,
Inter+4V. For that, the above algorithm is repeated where steps 2 and 3
have been modified to

2. Given the coded reference frames, 2 MCP signals are computed for a fixed
value of

�MOTION = 0:85 �Q2
REF (2.19)

when employing the SSD distortion measure in the minimization of (2.8).
For the Inter macroblock mode, 16 � 16 blocks are utilized for half-
pixel accurate motion compensation, while for the Inter+4Vmacroblock
mode, 8�8 blocks are employed. For theSkipmacroblock mode, the coded
reference frame is used as the prediction signal. The prediction signals for
the three macroblock modes are subtracted from the original signal providing
the DFD signals that are further processed in the next step.

3. Lagrangian costs are computed for the macroblock modes
fIntra;Skip; Inter; Inter+4Vg and for each value of
Q 2 f1; : : : ; 31g given the MCP signal. Given the costs for all
cases, the macroblock mode decision is conducted by minimizing (2.7),
where �MODE is adjusted by (2.11) using Q.

Figure 2.3 shows the result for the described experiment for the sequences
Foreman, Mobile & Calendar, Mother & Daughter, and News. In Fig. 2.3,
the relationship between the slope and the DCT quantizer in (2.17) is used to
obtain a prediction for the distortion given a measurement of the bit-rate. Thus,
the solid curves in Fig. 2.3 correspond to this distortion prediction. Each curve
corresponds to one value of the quantizer for the reference picture QREF 2
f4; 5; 7; 10; 15; 25g. The distortion prediction is conducted via approximating

dDREC(Q+ 0:5)

dRREC(Q+ 0:5)
� DREC(Q+ 1)�DREC(Q)

RREC(Q+ 1)�RREC(Q)
� �0:85 � (Q+0:5)2 : (2.20)

A simple manipulation yields an iterative procedure for the prediction of the
distortion

DREC(Q+1) = DREC(Q)+0:85�(Q+0:5)2 �[RREC(Q)�RREC(Q+1)]: (2.21)

The points marked with a star correspond to measured distortion DREC(Q) and
bit-rate RREC(Q) for DCT quantizer value Q = 4. These points are used to
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Figure 2.3. PSNR in dB vs. bit-rate in kbit/s for the video sequences Foreman (top left), Mobile
& Calendar (top right), Mother & Daughter (bottom left), and News (bottom right).

initialize the iterative procedure to predict distortion via (2.21) given the mea-
sured bit-rates for all values of Q. For all measurements in Fig. 2.3, distortion
corresponds to average mean squared error (MSE) that is first measured over
the sequence and then converted into PSNR versus average overall bit-rate in
kbits/s. The circles correspond to distortion and bit-rate measurements for the
cases DREC(Q) and bit-rate RREC(Q) withQ 2 f5; : : : ; 31g. The measured and
predicted distortion values are well aligned validating that the slope-quantizer
relationship in (2.17) is correct and that theses slopes can indeed be measured for
the solid curves. As a comparison, the dashed lines connect the rate-distortion
curves for the case that the DCT quantizer of the reference picture QREF is the
same as the DCT quantizer of the coded macroblocks Q.

The functional relationship in (2.17) as depicted in Fig. 2.2 also describes
the results from similar experiments when varying temporal or spatial resolu-
tion and give further confirmation that the relationship in (2.17) provides an
acceptable characterization of the DCT-based DFD coding part of the hybrid
video coder.
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2.4.3 EFFICIENCY EVALUATION FOR THE
PARAMETER CHOICE

The choice of the encoding parameters has to be evaluated based on its effect
on rate-distortion performance. Hence, in order to verify that the particular
choice of the relationship between �MODE, �MOTION, and Q provides good re-
sults in rate-distortion performance, the H.263+ coder is run using the TMN-
10 algorithm for the product space of the parameter sets �MODE; �MOTION 2
f0; 4; 14; 21; 42; 85; 191; 531; 1360; 8500g and Q 2 f4; 5; 7; 10; 15; 25g. For
each of the 600 combinations of the three parameters, the sequences Foreman,
Mobile & Calendar, Mother & Daughter, and News are encoded, and the result-
ing average rate-distortion points are depicted in Fig. 2.4. The rate-distortion

0 100 200 300 400 500 600
15

20

25

30

35

40
            Foreman, QCIF, SKIP=2

Rate [kbit/s]

P
S

N
R

 [d
B

]

0 200 400 600 800
10

15

20

25

30

35

40
Mobile and Calendar, QCIF, SKIP=2

Rate [kbit/s]

P
S

N
R

 [d
B

]

0 50 100 150 200 250 300
25

30

35

40

45
Mother and Daughter, QCIF, SKIP=2

Rate [kbit/s]

P
S

N
R

 [d
B

]

0 100 200 300 400
20

25

30

35

40

45
               News, QCIF, SKIP=2

Rate [kbit/s]

P
S

N
R

 [d
B

]

Figure 2.4. PSNR in dB vs. bit-rate in kbit/s when running TMN-10 with various �MODE,
�MOTION, and Q combinations for the video sequences Foreman (top left), Mobile & Calendar
(top right), Mother & Daughter (bottom left), and News (bottom right).

points obtained when setting �MODE = �MOTION = 0:85Q2 are connected by
the line in Fig. 2.4 and indicate that this setting indeed provides good results
for all tested sequences. Although not shown here, it has been found that also
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for other sequences as well as other temporal and spatial resolutions, similar
results can be obtained.

So far, SSD has been used as distortion measure for motion estimation. In
case SAD is used for motion estimation, �MOTION is adjusted as

�MOTION =
p
�MODE: (2.22)

Using this adjustment, experiments show that both distortion measures SSD
and SAD provide very similar results.

2.5 COMPARISON TO OTHER ENCODING
STRATEGIES

TMN-9 [ITU97] is the predecessor to TMN-10 as the recommended encoding
algorithm for H.263+. The TMN-9 mode decision method is based on thresh-
olds. A cost measure for the Intramacroblock mode containing pixels in the
setAk is computed as

CINTRA =
X

(x;y)2Ak

js[x; y; t]� �Ak
j (2.23)

with �Ak
being the mean of the pixels of the 16 � 16 macroblock. For the

Inter macroblock mode, the cost measure is given as

CINTER(M
F ) = (2.24)

min
(mx;my)2MF

X
(x;y)2Ak

js[x; y; t]� �s[x �mx; y �my; t �mt]j � �(mx;my)

where the motion search proceeds only over the set of integer-pixel (or full-
pixel) positionsMF = f�16 : : : 16g � f�16 : : : 16g in the previous decoded
frame yielding the minimum SAD value and the corresponding motion vector
mF

k . If the x and y component of the motion vector m are zero, the value of �
is set to 100 to give a preference towards choosing the Skip mode. Otherwise,
� is set to 0. Given the two cost measures in (2.23) and (2.24), the following
inequality is evaluated

CINTRA < CINTER(M
F )� 500 (2.25)

When this inequality is satisfied, the Intramode is chosen for the macroblock
and transmitted.

If the Inter mode is chosen, the integer-pixel motion vector mF
k is used

as the initialization of the half-pixel motion estimation step. For that the cost
measure in (2.24) is employed but the set of integer-pixel locations MF is
replaced by the set of half-pixel locations MH(mF

k ) that surround mF
k . This

step yields the cost measure CINTER(M
H(mF

k )). The four motion vectors
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for the 8 � 8 blocks of the Inter+4V mode are found as well by utilizing
(2.24) when replacing MF with MH(mF

k ). But here, the set of pixels for
the SAD computation is changed to the 8� 8 blocks yielding the cost measure
CINTER+4V;l(M

H(mF
k )) for the lth block. The Inter+4V mode is chosen if

4X
l=1

CINTER+4V;l(M
H(mF

k )) < CINTER(M
H(mF

k ))� 200: (2.26)

is satisfied. The Skip mode is chosen in TMN-9 only if the Inter mode is
preferred to the Intra mode and the motion vector components and all of the
quantized transform coefficients are zero.
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Figure 2.5. Coding performance for the sequence Foreman (left) and Mother & Daughter
(right) when comparing the encoding strategies of TMN-9 and TMN-10.

The role of the encoding strategy is demonstrated in Fig. 2.5 for the video
sequences Foreman and Mother & Daughter. For both curves, the same bit-
stream syntax is used, with changes only in the mode decision and motion
estimation strategies, either TMN-9 or TMN-10. The overall performance gain
of TMN-10 is typically between 5 and 10% in bit-rate when comparing at a
fixed reconstruction quality of 34 dB PSNR.

2.6 CHAPTER SUMMARY
Given a set of source samples and a rate constraint, Lagrangian optimization
is a powerful tool for bit-allocation that can be applied to obtain a set of either
dependent or independent coding options. When the coding options depend on
each other, the search has to proceed over the product space of coding options
and associated parameters which in most cases requires a prohibitive amount
of computation. Some dependencies are trellis-structured and researchers have
indeed used dynamic programming methods in combination with Lagrangian
bit-allocation to exploit those dependencies between DCT coefficients or be-
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tween blocks. But the optimization task still remains rather unwieldy because
of the large amount of computation involved. Hence, in most practical systems,
the dependencies between blocks are ignored and decisions are made assuming
the encoding of past parameters as being fixed.

A practical and widely accepted optimization approach to hybrid video cod-
ing is to use rate-constrained motion estimation and mode decision that are
conducted for each block independently. TMN-10, the encoder recommen-
dation for H.263+ specifies such a strategy. TMN-10 has been created by
the ITU-T Video Coding Experts Group based on a contribution of this book.
The contribution is an efficient approach for choosing the encoding parameters
which has been for a long time an obstacle for the consideration of Lagrangian
coder control in practical systems. The comparison to TMN-9 shows that a
bit-rate reduction up to 10 % can be achieved. The strategy in TMN-9 is based
on heuristics and thresholds. The performance and generality of the TMN-10
coder control make the approach suitable for controlling more sophisticated
video coders as well, as proposed in the next chapters.
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Chapter 3

LONG-TERM MEMORY
MOTION-COMPENSATED PREDICTION

In most existing video codecs, motion compensation is carried out by refer-
encing the prior decoded frame. So far, multiple reference frames have been
considered only to a very limited extent for two reasons. First, they simply could
not be afforded. However, the continuously dropping costs of semiconductors
are making the storage and processing of multiple reference frames possible.
Second, it was not believed that multiple reference frames would significantly
improve coding efficiency. In this chapter, methods for multi-frame MCP are
investigated and it is shown that significant improvements in coding efficiency
are, in fact, possible.

Multi-frame MCP extends the motion vector utilized in block-based motion
compensation by a picture reference parameter to employ more frames than
the prior decoded one. The purpose of that is to improve rate-distortion per-
formance. The picture reference parameter is transmitted as side information
requiring additional bit-rate. An important question is which reference pictures
are efficient in terms of rate-distortion performance. In general, any useful
image data may be utilized as reference frames. An important rule is that the
bit-rate overhead that is due to employing a particular reference frame must be
lower than the bit-rate savings. For that, rate-constrained motion estimation
and mode decision are utilized to control the bit-rate.

One simple and efficient approach is to utilize past decoded frames as ref-
erence pictures since they are available at encoder and decoder simultaneously
at practically no bit-rate overhead. The idea behind this approach is to exploit
long-term statistical dependencies and therefore, the name long-term memory
MCP has been coined for it in [WZG99] where parts of this chapter have been
published before. Encoder and decoder negotiate versus a memory control
that the multi-frame buffer covers several decoded frames simultaneously. In
addition to a spatial displacement, the motion estimation also determines for
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each block which picture to reference. Hence, for long-term memory MCP the
picture reference parameter relates to a time delay.

In this chapter, block-based hybrid video compression using long-term mem-
ory MCP is investigated and the practical approaches together with the results
that lead to the incorporation of long-term memory MCP into the ITU-T Rec-
ommendation H.263++ via Annex U are described [ITU00]. In Section 3.1,
the block diagram of the long-term memory motion-compensating predictor is
presented and the various buffering modes that can also be found in Annex U
of H.263++ are explained. The effects that cause the improved prediction per-
formance of long-term memory MCP are analyzed in Section 3.2. A statistical
model that describes the prediction gains is given in Section 3.3. Section 3.4 de-
scribes how long-term memory prediction can be integrated into a hybrid video
codec. The performance of an H.263+ coder compared against an H.263++
coder incorporating long-term memory MCP via Annex U is compared by
means of experimental results.

3.1 LONG-TERM MEMORY MOTION
COMPENSATION

The block diagram of a long-term memory motion-compensated predictor is
shown in Fig. 3.1. It shows a motion-compensated predictor that can utilize
M frame memories, with M � 1. The memory control is used to arrange the
reference frames. The MCP signal ŝ is generated via block-based multi-frame
motion compensation where for each block one of several previous decoded
frames �s is indicated as a reference. For that, the spatial displacement vec-
tor (mx;my) is extended by a picture reference parameter mt which requires
additional bit-rate in case M > 1. The motion vectors are determined by multi-
frame motion estimation which is conducted via block matching on each frame
memory.

...
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Figure 3.1. Multi-Frame Motion-Compensated Predictor.
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The memory control arranges the reference frames according to a scheme
that is shared by encoder and decoder. Such a scheme is important, because the
picture reference parameter functions as a relative buffer index and a buffer mis-
match would result in different MCP signals at encoder and decoder. Moreover,
the memory control is designed to enable a custom arrangement of reference
frames given a fixed variable length code for the transmission of the picture ref-
erence parameter. The variable length code assigns short code words to small
values of the picture reference parameter and long code words to large values.
The picture reference parameter is transmitted for each motion vector, such
that the arrangement by the memory control has a significant impact on the be-
havior of the video codec regarding rate-distortion performance, computational
complexity and memory requirements.

In general, several modes of operation for the memory control may be defined
and the one which is used may be negotiated between encoder and decoder. In
this work, the following schemes are proposed for memory control:

1. Sliding Window: The reference pictures are arranged and indexed on a first-
in-first-out basis. For that, past decoded and reconstructed frames starting
with the prior decoded frame ending with the frame that is decoded M time
instants before are collected in the frame memories 1 to M .

2. Index Mapping: Modification of the indexing scheme for the multi-frame
buffer. The physical structure of the multi-frame buffer is unchanged. Only
the meaning of the picture reference parameter for each motion vector is
modified according to the Index Mapping scheme.

3. Adaptive Buffering: The arrangement of the reference frames can be var-
ied on a frame-by-frame basis. For each decoded frame, an indication is
transmitted whether this picture is to be included in the multi-frame buffer.
Moreover, another indication is used to specify which picture has to be
removed from the multi-frame buffer.

The first approach to memory control, Sliding Window, is straightforward con-
ceptually, since the most recent decoded frames in many natural camera-view
scenes are also very likely to contain useful prediction material. If a fixed num-
ber of framesM is used, the Sliding Window approach minimizes the time at the
beginning of the sequence to exploit the full memory size since it accepts each
decoded frame as reference. Also the variable length code used to index the
reference frames follows the statistics of frame selections for natural camera-
view scenes. Figure 3.2 illustrates the motion compensation process for the
Sliding Window approach for the case of M = 3 reference frames. For each
block, one out of M frames, which are the most recently decoded frames, can
be referenced for motion compensation. Many results with long-term memory
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prediction in this chapter are obtained employing the Sliding Window memory
control.

[[ ]]] [[ ]s’  x,y,t-3 s’  x,y,t-2 s’  x,y,t-1 s x,y,t

Motion-
Compensated

Frame
Past Decoded Frames

^

Figure 3.2. Long-term memory motion compensation.

As an alternative, the set of past decoded and reconstructed frames may be
temporally sub-sampled. For that, the memory control options 2 and 3 are
proposed which have different advantages and they are indeed used in various
applications as will be described later. The Index Mapping scheme leaves the
set of reference frames physically intact but changes their addressing. This
scheme provides an option to adapt the ordering of the frame indices to the
selection statistics on a frame-by-frame basis and therefore can provide bit-rate
savings for the picture reference parameter that is transmitted with each motion
vector. An application of this scheme is given in Chapter 4, where long-term
memory prediction is combined with affine motion models and in Chapter 6,
where long-term memory prediction is used for robust video transmission over
error-prone channels.

The last approach, Adaptive Buffering, changes the set of buffered frames in
that a decoded frame may not be included into the multi-frame buffer or that a
particular frame is removed from the buffer. This scheme maybe used to lower
the memory requirements. An application of this approach is presented in this
chapter, which is a surveillance sequence.
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3.2 PREDICTION PERFORMANCE
Improvements when using long-term memory MCP can be expected in case
of a repetition of image sequence content that is captured by the multi-frame
buffer. Note that such a repetition may or may not be meaningful in terms of
human visual perception. Examples for such an effect are:

1. scene cuts,

2. uncovered background,

3. texture with aliasing,

4. similar realizations of a noisy image sequence.

In the following, the prediction gains that can be obtained with long-term mem-
ory MCP for these effects are illustrated.

3.2.1 SCENE CUTS
Scene cuts can provide very substantial gains which are well exploited by long-
term memory prediction. One example is a surveillance sequence that consists
of several different sub-sequences, which are temporally interleaved [ITU98e].
Figure 3.3 shows reconstruction quality in PSNR vs. time in camera switch
cycles. Each camera switch cycle corresponds to 4 seconds of video that
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Figure 3.3. Results for surveillance sequence.

are captured by the same camera. Then, a switch occurs to the next camera
depicting different content. In the application considered here, we utilize 4
cameras thus cycling through all of them takes 16 seconds. This cycling through
the 4 cameras is repeated 3 times. Hence, the time axis in Fig. 3.3 shows 16
cycles which correspond to 64 seconds of video. This is a typical setting in
such surveillance applications. Two codecs are compared which are
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ANCHOR: The H.263+ codec, which transmits an Intra-frame when
switching to a different camera.

LTMP: The long-term memory codec when using the Adaptive Buffering
memory control. In case a camera switch occurs, the last reconstructed
frame from camera n is stored and can be referenced for prediction when
the output of camera n is shown again. The long-term memory codec gets
an external indication when such a camera switch occurs and it uses the
Adaptive Buffering memory control to arrange the reference frames. In case
no camera switch occurs, the same approach is taken as for the anchor, which
is to reference the prior decoded frame.

Both codecs follow the TMN-10 coder control as described in Section 2.3.
They utilize Annexes D, F, I, J, and T [ITU98a]. The bit-rate is controlled via
varying the DCT quantizer step size Q so as to obtain 12.5 kbit/s. The coder
control can skip frames in case the bit-rate computed for the maximum value
of Q = 31 is exceeded. For the first 4 cycles, both codecs perform identically.
Then, in the fifth cycle, the long-term memory MCP coder can use the last
decoded frame from the first cycle providing a PSNR gain up to 2-8 dB and
also higher temporal resolution. This benefit can be exploited at the beginning
of all succeeding cycles as well.

Besides the surveillance application as described above, long-term memory
prediction can also be beneficially employed for improved coding of other
video source material with the same underlying structure. Another example
is an interview scene where two cameras switch between the speakers. Other
researchers have also shown that the Adaptive Buffering memory control syntax
if combined with a scene change detector can provide substantial gains for the
scene cuts [ZK99a, ITU99a].

The gain for the surveillance application is obtained via adapting the memory
control to the structure of the underlying video capture on the frame basis. In the
following, an example is given where the gain is obtained when using multiple
reference frames to compensate each macroblock or block. Such an example
provides the sequence News. This MPEG-4 test sequence is an artificially
constructed sequence of 10 seconds in QCIF resolution. In the background of
the sequence, two distinct sequences of dancers are displayed of which a still
image of one sequence is shown in the left-hand side picture of Fig. 3.4. These
sequences, however, are repeated every 5 seconds corresponding to 50 frames
in the long-term memory buffer when sampling at 10 frames/s. Hence, in case
the long-term memory coder can reference the frame that has been coded 50
time instances in the past on the macroblock or block basis, this effect can be
beneficially exploited.

The right-hand side picture of Fig. 3.4 shows the average �PSNR gains
per macroblock. The �PSNR gains are obtained for each macroblock as the
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0.2 0.6 4.2 9.5 18.8 19.1 7.8 8.6 2.2 0.7 1.8

0.0 0.0 1.1 1.5 0.2 1.0 0.5 0.9 1.4 2.0 0.9

0.0 0.0 0.0 0.2 0.1 0.2 1.7 0.6 1.5 3.6 1.4

0.9 0.0 0.0 0.2 0.0 0.2 0.2 1.4 2.1 2.5 0.5

Figure 3.4. �PSNR gains for the MCP error per macroblock for News. The left-hand side plot
shows the first frame of the sequence News, while the right-hand side plot shows �PSNR gains
that are superimposed on the picture for each macroblock.

difference between the PSNR values for the MCP error when utilizing 50 ref-
erence frames and 1 reference frame. MCP is conducted via estimating motion
vectors by minimizing SSD when considering 16 � 16 blocks that are �16
pixels spatially displaced in horizontal and vertical direction. For the case of
long-term memory MCP, each of the 50 reference frames is searched while
the memory control assembles the reference frames using the Sliding Window
buffering mode. The results are obtained for frames 150; 153; :::; 297 of the
News sequence when using original frames as reference. The luminance value
inside the picture on the right-hand side of Fig. 3.4 corresponds to the average
squared frame difference of the pixels for those frames. The grid shows the
macroblock boundaries and the numbers correspond to the difference in PSNR.
The area that covers the dancer sequence shows very large PSNR gains up to
20 dB. These gains also extend to the case when referencing decoded pictures
and considering the bit-rate of the picture reference parameter as shown later in
this chapter. It is also worth noting that gains are obtained for other parts of the
picture which do not result from the scene cut. Long-term memory prediction
on the block-basis permits to exploit those gains as well.

3.2.2 UNCOVERED BACKGROUND
The prediction gain due to uncovered background effects is illustrated for the
sequence Container Ship in Fig. 3.5. The lower part of the left-hand side picture
visualizes two birds that fly through the scene. The picture is constructed via
superimposing the frames 150 : : : 299 of the sequence to show the trajectory
that the birds cover in the image sequence. This trajectory can be found again
in the right-hand side plot of Fig. 3.5. This plot shows the PSNR gains per
macroblock that were obtained by a similar method as for the results in Fig. 3.4.
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But here, the sequence Container Ship is employed and the long-term memory
case utilizes only 5 reference frames instead of 50. The PSNR gains follow the
trajectory of the birds. Since the image portion that the two objects cover is
rather small, those gains are also comparably small because of the averaging.
Nevertheless, the uncovered background effect is very important since it occurs
in many scenes.

1. Bird

2. Bird

0.3 0.2 0.2 0.1 0.2 1.4 9.2 1.0 0.1 0.4 0.2
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0.0 0.0 0.0 0.1 2.6 4.0 8.6 0.0 0.0 5.3 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.1 0.1 0.0 0.0 0.1 0.0 0.0 1.7 0.0 0.1 0.0

0.9 0.5 0.0 0.1 0.1 0.4 0.2 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.0 0.4 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 2.7 1.3 2.8 0.0 2.0

Figure 3.5. Sequence and PSNR gains per macroblock for the sequence Container Ship (right).

3.2.3 TEXTURE WITH ALIASING
The prediction gains that can be obtained when texture with aliasing occurs are
illustrated for the sequence Container Ship as well. Please refer to the upper part
of the pictures in Fig. 3.5. There, a ship is shown that is moving from left to right
during the sequence. The superstructure on the ship contains high resolution
texture. The two macroblocks with a bold frame show quite significant gains in
PSNR which are around 9 dB. These gains are obtained for long-term memory
prediction by employing integer-pixel motion vectors that reference the frame
which is 3 time instants in the past. Note that for these two macroblocks of
the sequence Container Ship, the long-term memory predictor never estimates
half-pixel motion vectors which involve bilinear interpolation. The single-
frame prediction anchor utilizes half-pixel motion vectors to compensate those
macroblocks. These facts suggest that the gain here is obtained by referencing
high resolution texture with aliasing providing improved prediction results also
in case the reference picture is coded at a good quality. It should also be noted
that the high-frequency superstructure also requires highly accurate motion
vectors and that such sub-pixel motion may also be represented by the long-
term memory approach.
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3.2.4 SIMILAR REALIZATIONS OF A NOISY IMAGE
SEQUENCE

The last effect which is caused by the occurrence of two similar realizations
of a noisy image sequence is illustrated in Fig. 3.6 by means of the sequence
Silent Voice. The left-hand side picture shows the result of the above described
prediction experiment where the 10 reference frames are original frames, while
the right-hand side corresponds to the case that the reference pictures are quan-
tized. The part of the image sequence that is always background is framed by
bold lines in both pictures of Fig. 3.6. This part is static throughout the sequence
and hence the gains between 0.5 to 1 dB in the background part of left-hand
side picture are obtained by referencing a similar realization of the noisy image
sequence in the long-term memory buffer. An indication that this interpretation
is correct is shown in the right-hand side picture, where the quantization of the
reference pictures almost completely removes those gains.
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Figure 3.6. PSNR gains per macroblock for Silent Voice when using the original sequence
(left) and when quantizing the reference picture using ~Q = 4 (right).

3.2.5 RELATIONSHIP TO OTHER PREDICTION
METHODS

As illustrated, long-term memory MCP benefits from various effects that are
quite likely to occur in natural camera-view image sequences. For some
of these effects, researchers have proposed alternative methods to exploit
them. For instance, short-term frame memory/long-term frame memory pre-
diction [ISO96a] has been proposed to exploit scene cuts. Long-term memory
MCP includes this method as a special case when using the Adaptive Buffering
memory control as shown for the surveillance sequence.

For background memory prediction, researchers have proposed to estimate
an additional reference frame for motion compensation that contains the back-
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ground [MK85, Hep90, Yua93, DM96, ZK98]. For aliasing prediction, a super-
resolution image for sub-pixel motion compensation is estimated [Wed99]. The
estimation for background memory and aliasing prediction is based on past de-
coded frames and transmitted parameters since encoder and decoder have to
conduct it simultaneously. Therefore, the possible prediction gain highly de-
pends on the accuracy of these estimates.

Additionally, each of the methods (short-term frame memory/long-term
frame memory, background memory and aliasing prediction) can only exploit
the particular effect it is designed for. When several of these effects occur,
a combination of the schemes could be interesting. However, the long-term
memory approach can elegantly exploit all of the effects jointly with one sim-
ple concept. It can also exploit other long-term statistical dependencies that are
not captured by heuristic models.

Hence, it might be more appropriate to view MCP as a statistical optimization
problem similar to entropy-constrained vector quantization (ECVQ) [CLG89].
The image blocks to be encoded are quantized using their own code books that
consist of image blocks of the same size in the previously decoded frames:
the motion search range. A code book entry is addressed by the translational
motion parameters which are entropy-coded. The criterion for the block mo-
tion estimation is the minimization of a Lagrangian cost function wherein the
distortion represented by the prediction error, is weighted against the rate as-
sociated with the translational motion parameters using a Lagrange multiplier.
The Lagrange multiplier imposes the rate constraint as for ECVQ, and its value
directly controls the rate-distortion trade-off [CLG89, SG88, Gir94].

Following this interpretation, the parameters of the ECVQ problem are inves-
tigated in the next sections. In Section 3.3, the code book size and its statistical
properties are analyzed. The entropy coding is investigated during the course
of integrating long-term memory MCP into ITU-T Recommendation H.263 in
Section 3.4.

3.3 STATISTICAL MODEL FOR THE PREDICTION
GAIN

In this section, the gains that are achievable by long-term memory MCP are
statistically modeled. The aim is to arrive at an expression that indicates how
a particular strategy for code book adaptation, i.e., search space adaptation,
affects the prediction gain. This is important, for example, for a transmission
scenario with a small end-to-end delay, where it is not possible to decide whether
or not a particular block should be kept or removed from the search space by
evaluating future data. Moreover, in Chapter 5, some results of the analysis in
this section are exploited providing very significant reductions in computation
time.
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The analysis starts with distortion values Dm that correspond to the best
matches for a block in terms of minimum MSE that is found on the frame with
index m and M being the number of reference frames in the multi-frame buffer.
Here, it is assumed that the Sliding Window memory control is used so that a
larger frame index m corresponds to a larger time interval between the current
and the reference frame. The matching is conducted for blocks of size 16� 16
pixels. The minimization considers �16 pixel positions spatially displaced
blocks with successive half-pixel refinement.

Figure 3.7 shows the normalized histogram of the measured logarithmic
distortion values found on the prior frame m = 1 for the set of test sequences
in Tab. A.1. The logarithmic distortion Lm for a sequence as a function of the
measured MSE values Dm is defined as follows

Lm = 10 log10Dm; (3.1)

wherem refers to the picture reference parameter. The reason for preferring Lm
over Dm is that the resulting probability density function (PDF) is more similar
to a Gaussian for which the following computations can be treated analytically.
(Please note that the likelihood that Dm = 0 and Lm ! 1 is found to be
very small in practice.) In Fig. 3.7, a Gaussian PDF is superimposed which
is parameterized using the mean and the variance estimates of the measured
logarithmic distortion values.
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Figure 3.7. Histogram of logarithmic distortions and Gaussian PDF that is adapted via esti-
mating mean and variance given the measured logarithmic distortion values L1.

The block matching is considered as a random experiment. The vector valued
random variable XM that is denoted as

XM = (X1 : : :Xm : : :XM )T (3.2)

assigns a vector of M numbers to the outcome of this experiment, which corre-
sponds to the logarithmic distortion values Lm that are found for each of the M
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reference frames. The idea is to parameterize a joint PDF fXM that describes
the probability of the vector-valued outcome of the random experiment. Then,
the minimization is computed analytically for the model PDF. This analytical
result is compared to the actual minimization result to validate the accuracy of
the model and the conclusions drawn from it.

Measurements show that the distortion values that correspond to the M ref-
erence frames for each block are correlated. Hence, a correlated vector-valued
random variable has to be considered. The PDF, that describes the random
experiment, is assumed to be a jointly Gaussian of the form

fXM (x) =
1

(2�)M=2jCj1=2 e
� 1

2
(x��)TC�1

(x��) (3.3)

with

C =

0
BBB@

c1;1 c1;2 � � � c1;M
c2;1 c2;2 � � � c2;M

...
...

...
cM;1 cM;2 � � � cM;M

1
CCCA and � =

0
BBB@

�1
�2
...

�M

1
CCCA (3.4)

being covariance matrix and mean vector, respectively. The following assump-
tions are made to further simplify the model

cn;m =

�
�2 n = m
� � �2 n 6= m

and �1 = �2 = � � � = �M = �: (3.5)

In the following, the jointly Gaussian PDF in (3.3) with the assumptions in (3.5)
of M random variables with mean �, variance �, and correlation factor � is
denoted as N (x;M; �; �; �).

The minimization is conducted by drawing an M -tuple XM =
(X1; : : : ;XM ) and choosing the minimum element. This minimum element
is considered as the outcome of another random experiment and the associated
random variable is called Y1;M , where the indices of Y correspond to the first
and the last index of the random variable for which the minimization is con-
ducted. As the model parameter that corresponds to the average logarithmic
distortion reduction for long-term memory prediction, the difference �1;M of
the expected values between X1 and Y1;M is considered.

While the numerical minimization is a rather simple operation, its analytical
treatment is difficult in case of correlated random variables. But, for the case
M = 2, the analytical computation of the expected values after minimization
is possible as shown in Appendix B. The mean difference �1;2 is given as

�1;2 = E fX1g �E fY1;2g = ��E fY1;2g = �

r
1� �

�
: (3.6)
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Another quantity that changes after minimization is the variance. Thus the ratio
�21;2 between the variances after and before minimization is given as

�21;2 =
E
n
Y2
1;2

o
�E fY1;2g2

E
�X 2

1

	�E fX1g2
=

E
n
Y2
1;2

o
�E fY1;2g2
�2

= 1� 1� �

�
:

(3.7)
Hence, in order to minimize M = 2K random variables, a cascade of K dyadic
minimizations of two random variables is utilized as illustrated in Fig. 3.8. This
approach implicitly assumes that the result of the minimization of two jointly
Gaussian random variables is approximately a Gaussian random variable as
well. The validity of this assumption will be verified later.
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Figure 3.8. Cascaded minimization of random variables.

Let us consider the case K = 2, i.e., M = 4. The random variable Y1;2 is
assumed to be jointly Gaussian distributed of the form

N (x; 2; �1;2; �1;2; �1;2) (3.8)

with

�1;2 = ���1;2 = �� �

r
1� �

�
;

�1;2 = ��1;2 = �

r
1� 1� �

�
; (3.9)

�1;2 = ���21;2 = �

�
1� 1� �

�

��1
:

The scaling of �1;2 is needed because of the definition of it as the ratio between
covariance and variance. The same distribution is assumed for Y3;4. The
random variables Y1;2 and Y3;4 are fed into a minimization yielding the random
variable Y1;4. The mean, variance and correlation factor of Y1;4 can then be
computed via (3.6) and (3.7). The repeated application of this procedure yields
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a geometric series for which a closed form expression exists. Hence, the mean
difference for M = 2K random variables is approximately given as

�1;M � �

r
1� �

�
�1� �K

1� �
= �

r
1� �

�
�1� �log2M

1� �
; with � =

r
1� 1

�
:

(3.10)
In Figure 3.9, the result of the cascaded minimization for various values of
the correlation parameter � is shown for a jointly normal random variable with
� = 1. As a comparison to the prediction in (3.10) that is depicted with solid
lines, the circles show the result of a numerical minimization of data that are
drawn from a jointly Gaussian distribution.
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Figure 3.9. Result of the cascaded minimization using (3.10).

In order to relate the model prediction of (3.10) to long-term memory pre-
diction, various experiments are conducted. For that, the sequences in the test
set and the conditions in Tab. A.1 are employed. (The sequence News is ex-
cluded here since its background is artificial and block matching may result
in Dm = 0 for some blocks.) The experiment consists of block matching for
blocks of size 16 � 16 or 8 � 8 for integer-pixel and half-pixel accuracy. For
each reference frame, the best block match is determined in terms of MSE when
searching each original frame in a range of �16 spatially displaced pixels in
horizontal and vertical direction. The measured MSE values for each block
are mapped into the logarithmic distortion using (3.1). Then, the minimization
is conducted over the set of M = 2; 4; 8; 16; and 32 reference frames and the
resulting average minimum distortion values are subtracted form the average
distortion that is measured when referencing the prior frame only. The result
of this experiment is shown in Fig. 3.10 using the circles.

The prediction by the statistical model is depicted by the solid lines in
Fig. 3.10. This prediction is obtained by estimating the mean, variance and
correlation factor for the measured logarithmic distortion values. The mean
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Figure 3.10. Measured and model-predicted logarithmic distortion reduction in dB vs. number
of reference frames M . The results are shown for four cases: 16 � 16 blocks and integer-
pixel accuracy (top left), 16 � 16 blocks and half-pixel accuracy (top right), 8� 8 blocks and
integer-pixel accuracy (bottom left), 8� 8 blocks and half-pixel accuracy (bottom right).

values, variances, and correlation factors depend on the time interval between
the current and the reference picture. However, the analysis of the minimiza-
tion using the jointly Gaussian PDF is conducted for identical mean values,
variances and correlation factors in (3.4) for all reference frames. Hence, the
measured logarithmic distortion values are permuted before estimating mean
values, variances and correlation factors. AssumeN to be the number of blocks
in the set of considered sequences. Further, assume the distortion values be-
ing gathered in a N �M matrix with the columns corresponding to reference
frames 1 : : : M and the entries in each row relate to a block. Permuting means,
that the columns are randomly shuffled for each row in order to achieve equal
estimates over the columns. Then given these randomly shuffled matrix of data,
the correlation factor as well as mean and variance are estimated.

Several observations can be made
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Recognizing that only four estimated values (M , �, �, and �) are used to pre-
dict the distortion reduction, the measured results and the model prediction
are fairly close.

The relative gains for integer-pixel accuracy (left-hand side plots in
Fig. 3.10) are larger than for half-pixel accuracy (right-hand side plots in
Fig. 3.10). The aliasing compensation effect and the corresponding sub-
pixel position in the past are an explanation for this effect. Statistically,
the difference between the measured mean values � for the two cases get
smaller as M increases.

The relative gains for 16 � 16 blocks (upper two plots in Fig. 3.10) are
smaller than for 8�8 blocks (lower two plots in Fig. 3.10). Statistically, the
larger gains are due to larger values of � and because the average logarithmic
distortion � increases faster for 16 � 16 blocks as for 8 � 8 blocks when
M increases. In general, it becomes more likely to find a good match for
small blocks than for large blocks as the time interval between the frames
increases.

The prediction of the logarithmic distortion reduction by the statistical model
is dependent on four variables M;�; �; and �. Increasing M always provides
a lower MSE. For the considered range of 2 � M � 32 reference frames, the
mean difference in (3.10) can be approximated by

�1;M � �

r
1� �

�
(log2 log2M + 1) (3.11)

which shows that the mean difference in dB is proportional to the log-log of
the number of reference frames. The mean � is mainly influenced by the prob-
ability of finding a good match in frames that are several time instants away
from the current frame. This probability is much larger as the block size de-
creases and therefore the gains when employing more reference frames increase
for decreasing block size. The variance � and the correlation factor � play an
important role. These parameters specify the slope of the distortion reduction
given the number of reference frames. By decreasing the correlation factor, the
logarithmic distortion reductions are larger. This suggests a buffering rule in
which blocks that are “too similar” are rejected because they lead to large values
of �. The application of this rule provides very significant reductions in com-
putation time at minor losses in rate-distortion performance as demonstrated in
Chapter 5.

3.4 INTEGRATION INTO ITU-T RECOMMENDATION
H.263

In the previous sections, it has been shown that long-term memory MCP can
provide a significant MSE reduction, when considering the prediction error.
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In this section, it is demonstrated that long-term memory MCP also yields
improved rate-distortion performance when being integrated into a hybrid video
coder, where the side information for the picture reference parameter has to be
considered. In the following, the rate-distortion trade-off for long-term memory
MCP is analyzed followed by a presentation of the rate-distortion performance
of the complete codec.

3.4.1 RATE-CONSTRAINED LONG-TERM MEMORY
PREDICTION

The motion vector mi to predict a block Si has to be transmitted as side infor-
mation requiring additional bit-rate. GivenM reference frames, the Lagrangian
cost function in (2.8) is minimized for motion estimation. Typically, the set of
positions in the search space in horizontal and vertical direction and over the
reference frames is given as

M = [�16 : : : 16]� [�16 : : : 16]� [1 : : : M ]: (3.12)

The distortion DDFD(Si;m) is computed either using SSD or SAD, while
RMOTION(Si;m) is given by the bits for the spatial displacements and the picture
reference parameter. The motion search first determines the best integer-pixel
accurate motion vector. Then, the final motion vector mi is determined by
minimizing (2.8) when searching the eight half-pixel positions that surround
the integer-pixel accurate motion vector.

A trade-off between prediction gain and motion bits can be achieved by
controlling �MOTION. Figure 3.11 shows the result of a MCP experiment that is
conducted to illustrate that trade-off. The experiment consists of two steps:

1. The TMN-10 coder is run employing quantizer values QREF 2 f4; 10; 25g.
The resulting bit-streams are decoded and the reconstructed frames are em-
ployed as reference frames in the next step.

2. Given the coded reference frames, the MCP signal is computed. Similar to
H.263+, the coder has the option to represent each 16�16 block either using
one motion vector or four motion vectors. In the latter case, each motion
vector corresponds to an 8� 8 block. The motion estimation is conducted
by minimizing (2.8) for both block sizes separately when employing the
SSD distortion measure. Then, given the Lagrangian costs for one motion
vector and the sum of the Lagrangian costs for the four motion vectors, the
decision is made between the two options again by choosing the minimum
[SB91]. For each macroblock, first one bit is transmitted that indicates
whether the macroblock region is represented as a copy of the macroblock
in the same location in the prior decoded picture. If the macroblock is
not copied, then another bit is transmitted that indicates whether motion
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Figure 3.11. PSNR of motion-compensated frames vs. motion bit-rate.

compensation is conducted using 16 � 16 or 8 � 8 blocks. Dependent on
this choice, either one or four spatial displacements and picture reference
parameters are transmitted. The motion search proceeds over the range in
(3.12) with M 2 f1; 10; 50g.

In Fig. 3.11, the PSNR in dB between the motion-compensated frames and
the corresponding original frames is depicted vs. bit-rate for the motion vec-
tors measured in kbit/s. As marked in the pictures, the curves correspond to
three settings of the DCT quantizer value for the reference frames which are
QREF = 4, 10, and 25. For each quantizer value QREF, three curves are de-
picted that correspond to MCP using M = 1; 10; and 50 reference frames.
A larger number of reference frames always means a larger PSNR value for
the case �MOTION = 0 which is the point of maximum motion bit-rate for each
curve. Each curve is generated by varying the Lagrange parameter �MOTION

when minimizing (2.8). Several observations can be made:
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The prediction gains in terms of PSNR due to an increased number of refer-
ence frames are reduced as the DCT quantizer value of the reference frames
increases.

The motion bit-rate increases significantly for �MOTION = 0 as the distortion
in the reference frames and their number M increases. This shows the
importance of the rate constraint for motion estimation.

The points that are marked by stars correspond to the case where the choice
�MOTION = 0:85Q2

REF is made. These points seem to be good compromises
between prediction performance and motion bit-rate. This is because, the
additional bit-rate for the cases M > 1 compared to the point for M = 1
decreases as the DCT quantizer and with that the slope of the rate-distortion
curve becomes larger (see Section 2.4 for a detailed analysis).

For the results in Fig. 3.11, the variable length code that is specified in ITU-T
Recommendation H.263+ [ITU98a] has been employed for each component of
the spatial displacement vector. For the transmission of the picture reference
parameter, one variable length code has been generated using an iterative design
approach similar to the algorithm for ECVQ in [CLG89]. The indices in this
table correspond to those for the multi-frame buffer.

3.4.2 RATE-DISTORTION PERFORMANCE
Figure 3.12 shows the average PSNR from reconstructed frames produced by
the TMN-10 codec and the long-term memory prediction codec vs. overall bit-
rate. For all cases, the Annexes D, F, I, J, and T of the ITU-T Recommendation
H.263+ are enabled [ITU98a]. The size of the long-term memory is selected
as 2, 10, and 50 frames and the syntax employed is similar to that of Annex U
of H.263++ [ITU00]. The curves are generated by varying the Lagrange pa-
rameters and the DCT quantization parameter accordingly when encoding the
sequences Foreman, Mobile & Calendar, Container Ship, and Silent Voice us-
ing the conditions of Tab. A.1. The points marked on the curves correspond
to values computed from the entire sequence. The long-term memory buffer is
built up simultaneously at encoder and decoder by reconstructed frames. The
results are averaged excluding the first 50 frames, in order to avoid the effects
at the beginning of the sequence. Please note that the results do not change
much when the first 50 frames are considered as well. More important are the
statistical characteristics of the sequences.

For the results in Fig. 3.12, the same sequences are used as for the motion
compensation experiment in Fig. 3.11. Most of the gains and tendencies ob-
served for the motion compensation experiment carry over to the case when the
complete coder is employed. For example, the motion compensation experi-
ment for the sequence Container Ship indicates no improvement when increas-
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Figure 3.12. PSNR of reconstructed frames vs. overall bit-rate.

ing the memory size from 10 to 50 frames. This observation can also be made
in the corresponding plot in Fig. 3.12. On the other hand, a significant relative
gain can be obtained for both experiments for the sequence Silent Voice when
moving from 10 to 50 frames.

The PSNR gains obtained when comparing the long-term memory MCP
codec with memory M = 50 to the TMN-10 are between 0.9 to 1.5 dB for the
four sequences in Fig. 3.12. But for most sequences, a memory size of M = 10
frames already provides most of the gain. This can be verified by looking
at Fig. 3.13. The left-hand side plot of Fig. 3.13 shows the average bit-rate
savings that are measured for each sequence at fixed PSNR values of 32, 34 and
36 dB. For that, rate-distortion curves like the ones in Fig. 3.12 are generated by
varying the DCT quantizer and the Lagrange parameter accordingly. The bit-
rate corresponds to the overall bit-rate that has to be transmitted to reconstruct
each sequence at the decoder and distortion is computed as average PSNR over
all frames. The intermediate points of the rate-distortion curves are interpolated
and the bit-rate that corresponds to a given PSNR value is obtained. The curves
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in Fig. 3.13 are obtained via computing the mean of the bit-rate savings for each
sequence. This procedure is conducted for all sequences and the plot shows the
average of the bit-rate savings for each sequence. The average bit-rate savings
are very similar for the three different levels of reproduction quality. When
considering 34 dB reproduction quality and employing 10 reference frames,
an average bit-rate reduction of 12 % can be observed. When employing 50
reference frames, the bit-rate savings are around 17 %.
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Figure 3.13. Average bit-rate savings vs. number of reference frames.

The right-hand side plot of Fig. 3.13 shows the average bit-rate savings at
34 dB PSNR for the set of test sequences where the result for each sequence
is depicted using dashed lines. The abbreviations fm, mc, st, te, cs, md, and
si correspond to those in Tab. A.1. The result for the sequence News will be
shown later. The bit-rate reductions differ quite significantly among the various
sequences. For sequences with uncovered background effects, like Container
Ship and Tempete, most of the gain is obtained when using only 3 or 5 reference
frames. Other sequences like Stefan and Mother & Daughter seem to pick up
when the memory size increases to 50 frames, while the gains at 10 frames are
rather small.

The exceptional bit-rate savings for the sequence News should be mentioned
that have already been indicated when comparing the prediction performance in
Fig. 3.4. In Fig. 3.4, the repetition of the dancers in the background of the scene
provides a PSNR gain up to 20 dB for the corresponding part of the image. The
result for the coding experiment is shown in Fig. 3.14. The same settings as
for the results in Fig. 3.12 have been employed. The PSNR gains for memory
M = 50 compared to the TMN-10 coder are more than 6 dB or correspond to
bit-rate savings of more than 60 %.

In order to give a further confirmation of the performance of long-term mem-
ory MCP, the coder has been run on 8 self-recorded natural sequences. These
sequences show typical interactive video phone contents. Also for these se-
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Figure 3.14. PSNR vs. overall bit-rate for the sequence News. Simulation conditions as for
Fig. 3.12.

quences average bit-rate savings between 12.5 % and 30 % have been obtained
when using M = 50 reference frames.

3.5 DISCUSSION AND OUTLOOK
The long-term memory video compression architecture and the rate-constrained
coder control can serve as a very general approach to improve MCP. In general,
any technique that provides useful image data for MCP may be utilized to
generate reference frames. These techniques may include Sprites [DM96],
“layers” from the Layered Coding scheme [WA94], or Video Object Planes
(VOPs) as defined within MPEG-4 [ISO98b]. The decoder just needs to be
informed about parameters that are employed to simultaneously generate the
reference frames and be given a reference coordinate system to conduct the
motion compensation. Based on rate-distortion efficiency, the encoder has to
decide whether or not to include a particular frame. Generating frames by
one of the techniques mentioned requires additional computation. Also, the
sequences have to lend themselves to representations with Sprites, layers, or
VOPs. In Chapter 4, such an extension of the long-term memory concept is
presented, where reference frames are generated by affine warping of previous
decoded frames.

Another approach to enhance MCP is to combine multi-hypothesis prediction
as described in Section 1.5.3 and the long-term memory approach as published
in [FWG98, WFG98, FWG00b, FWG00a]. The idea is to employ the B-frame
concept while referencing only decoded frames in the temporal past. This
way, the delay problem does not occur as for B-frames. The estimation of
the two motion vectors is conducted using an iterative approach to minimize a
Lagrangian cost function. As reported in [FWG00b, FWG00a], the combination
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of the multi-hypothesis and the long-term memory approaches yields more than
additive gains. For the sequence Mobile & Calendar, a bit-rate saving of 10 %
is obtained for the multi-hypothesis codec when employing M = 1 reference
picture in comparison to TMN-10. Long-term memory MCP using M = 10
reference frames provides a bit-rate reduction of 13 % against TMN-10 while
for the combined coder a bit-rate reduction of 32 % is reported. Similarly, for
the sequence Foreman, a bit-rate reduction of 23 % is obtained against TMN-10
for the combined multi-hypothesis and long-term memory codec.

3.6 CHAPTER SUMMARY
A new technique for MCP is presented that exploits long-term statistical depen-
dencies in video sequences. These dependencies include scene cuts, uncovered
background, and high-resolution texture with aliasing. For those dependen-
cies, other researchers have proposed alternative methods for their exploitation.
However, these methods rely on the occurrence of the particular effect they are
designed for. The new technique, long-term memory MCP, exploits all these
effects simultaneously by one single concept.

A statistical model for the prediction gain is developed. The statistical model
as well as measurements show that an increasing the number of reference pic-
tures always provides improved prediction gains. The prediction gains mea-
sured as PSNR in dB are roughly proportional to the log-log of the number of
reference frames. The analysis yields the result that extending the search space
by blocks which are “too similar” to the existing blocks only yields small predic-
tion gains. This suggests a buffering rule in which blocks that are “too similar”
are rejected resulting in drastic reductions in computation time as shown in
Chapter 5.

The integration of long-term memory MCP into an H.263-based hybrid video
codec shows that the bit-rate overhead which is incurred by the picture refer-
ence parameter is well compensated by the prediction gain. When consider-
ing 34 dB reproduction quality and employing 10 reference frames, average
bit-rate savings of 12 % against TMN-10 can be observed for the set of test
sequences. When employing 50 reference frames, the average bit-rate savings
against TMN-10 are 17 % and the minimal bit-rate savings inside the test set
are 13 % while the maximal bit-rate savings are reported to be up to 23 %.
These average bit-rate savings relate to PSNR gains between 0.7 to 1.8 dB. For
some image sequences, very significant bit-rate savings of more than 60 % can
be achieved.

The ideas and results presented in this chapter lead to the creation of an ex-
tension of ITU-T Recommendation H.263 via adopting the feature as Annex U
to H.263++ [ITU00]. Moreover, the currently ongoing H.26L project of the
ITU-T Video Coding Experts Group contains long-term memory MCP as an
integral part of the codec design.
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Chapter 4

AFFINE MULTI-FRAME
MOTION-COMPENSATED PREDICTION

While long-term memory MCP extends the motion model to exploit long-term
dependencies in the video sequence, the motion model remains translational.
Independently moving objects in combination with camera motion and focal
length change lead to a sophisticated motion vector field which may not be
efficiently approximated by a translational motion model. With an increasing
time interval between video frames as is the case when employing long-term
memory MCP, this effect is further enhanced since more sophisticated motion
is likely to occur.

In this chapter, long-term memory MCP is combined with affine motion
compensation. Several researchers have approached the control of an affine
motion coder as an optimization problem where image segmentation and affine
motion parameter estimation have to be conducted jointly for rate-distortion
efficient results [San91, YMO95, CAS+96, FVC87, HW98]. The methodology
in this work differs from previous approaches in that the joint optimization
problem is circumvented by employing an approach that is similar to global
motion compensation [Höt89, JKS+97, ISO97a].

The idea is to determine several affine motion parameter sets on sub-areas
of the image. Then, for each affine motion parameter set, a complete reference
frame is warped and inserted into the multi-frame buffer. Given the multi-
frame buffer of decoded frames and affine warped versions thereof, block-
based translational MCP and Lagrangian coder control are utilized as described
in Chapter 3. The affine motion parameters are transmitted as side information
requiring additional bit-rate. Hence, the utility of each reference frame and with
that each affine motion parameter set is tested for its rate-distortion efficiency.

In Section 4.1, the extension of long-term memory MCP to affine motion
compensation is explained. The coder control is described in Section 4.2,
where the estimation procedure for the affine motion parameters and the ref-
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erence picture warping are presented. Then, the determination of the efficient
number of affine motion parameter sets is described. Finally, in Section 4.3,
experimental results are presented that illustrate the improved rate-distortion
performance in comparison to TMN-10 and long-term memory MCP.

4.1 AFFINE MULTI-FRAME MOTION
COMPENSATION

In this section, the structure of the affine multi-frame motion compensation is
explained. First, the extension of the multi-frame buffer by warped versions
of decoded frames is described. Then, the necessary syntax extensions are
outlined and the affine motion model, i.e., the equations that relate the affine
motion parameters to the pixel-wise motion vector field are presented.
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Figure 4.1. Block diagram of the affine multi-frame motion-compensated predictor.

The block diagram of the multi-frame affine motion-compensated predictor
is depicted in Fig. 4.1. The motion-compensated predictor utilizes M = K+N
(M � 1) picture memories. The M picture memories are composed of two
sets:

1. K past decoded frames and
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2. N warped versions of past decoded frames.

The H.263-based multi-frame predictor conducts block-based MCP using
all M = K + N frames and produces a motion-compensated frame. This
motion-compensated frame is then used in a standard hybrid DCT video coder
[ITU98a, SW98]. The N warped reference frames are determined using the
following two steps:

1. Estimation ofN affine motion parameter sets between theK previous frames
and the current frame.

2. Affine warping of N reference frames.

The number of efficient reference frames M� � M is determined by eval-
uating their rate-distortion efficiency in terms of Lagrangian costs for each
reference frame. The M� chosen reference frames with the associated affine
motion parameter sets are transmitted in the header of each picture. The order of
their transmission provides an index that is used to specify a particular reference
frame on the block basis. The decoder maintains only the K decoded reference
frames and does not have to warpN complete frames for motion compensation.
Rather, for each block or macroblock that is compensated using affine motion
compensation, the translational motion vector and the affine motion parameter
set are combined to obtain the displacement field for that image segment.

Figures 4.2 and 4.3 show an example for affine multi-frame prediction. The
left-hand side in Fig. 4.2 is the most recent decoded frame that would be the
only frame to predict the right-hand side in Fig. 4.2 in standard-based video
compression. Four out of the set of additionally employed reference frames are
shown in Fig. 4.3. Instead of just searching over the previous decoded frame
(Fig. 4.2a), the block-based motion estimator can also search positions in the
additional reference frames like the ones depicted in Fig. 4.3 and transmits the
corresponding spatial displacement and picture reference parameter.

4.1.1 SYNTAX OF THE VIDEO CODEC
In a well-designed video codec, the most efficient concepts should be combined
in such a way that their utility can be adapted to the source signal without
significant bit-rate overhead. Hence, the proposed video codec enables the
utilization of variable block-size coding, long-term memory prediction and
affine motion compensation using such an adaptive method, where the use of
the multiple reference frames and affine motion parameter sets can be signaled
with very little overhead.

The parameters for the chosen reference frames are transmitted in the header
of each picture. First, their actual number M� is signaled using a variable
length code. Then, for each of the M� reference frames, an index identifying
one of the past K decoded pictures is transmitted. This approach is similar to
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(a) (b)

0

Figure 4.2. Two frames from the QCIF test sequence Foreman, (a): previous decoded frame,
(b): original frame.

2 21

13 10

Figure 4.3. Four additional reference frames. The upper left frame is a decoded frame that
was transmitted 2 frame intervals before the previous decoded frame. The upper right frame is
a warped version of the decoded frame that was transmitted 1 frame interval before the previous
frame. The lower two frames are warped versions of the previous decoded frame.

the Index Mapping memory control in Chapter 3. This index is followed by a
bit signaling whether the indicated decoded frame is warped or not. If that bit
indicates a warped frame, the corresponding six affine motion parameters are
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transmitted. This syntax allows the adaptation of the multi-frame affine coder to
the source signal on a frame-by-frame basis without incurring much overhead.
Hence, if affine motion compensation is not efficient, one bit is enough to turn
it off.

4.1.2 AFFINE MOTION MODEL
In this work an affine motion model is employed that describes the rela-
tionship between the motion of planar objects and the observable motion
field in the image plane via a parametric expression. This model can de-
scribe motion such as translation, rotation, and zoom using six parame-
ters a = (a1; a2; a3; a4; a5; a6)

T . For estimation and transmission of the
affine motion parameter sets, the orthogonalization approach in [KNH97] is
adopted. The orthogonalized affine model is used to code the displacement
field (mx[a; x; y];my [a; x; y])

T and to transmit the affine motion parameters
using uniform scalar quantization and variable length codes. In [KNH97] a
comparison was made to other approaches indicating the efficiency of the or-
thogonalized motion model. The motion model used for the investigations in
this chapter is given as

mx[a; x; y] =
w � 1

2

�
a1c1 + a2c2

�
x � w � 1

2

�
+ a3c3

�
y � h� 1

2

��
;

my[a; x; y] =
h� 1

2

�
a4c1 + a5c2

�
x � w � 1

2

�
+ a6c3

�
y � h� 1

2

��
:

(4.1)

in which x and y are discrete pixel locations in the image with 0 � x < w and
0 � y < h and w as well as h being image width and height. The coefficients
c1; c2, and c3 in (4.1) are given as

c1 =
1p
w � h;

c2 =

s
12

w � h � (w � 1) � (w + 1)
;

c3 =

s
12

w � h � (h� 1) � (h+ 1)
: (4.2)

The affine motion parameters ai are quantized as follows

~ai =
Q(� � ai)

�
and � = 2; (4.3)

whereQ(�)means rounding to the nearest integer value. The quantization levels
of the affine motion parameters qi = � � ~ai are entropy-coded and transmitted.
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It has been found experimentally that similar coding results are obtained when
varying the coarseness of the motion coefficient quantizer � in (4.3) from 2
to 10. Values of � outside this range, i.e., larger than 10 or smaller than 2,
adversely affect coding performance. Typically, an affine motion parameter set
requires between 8 and 40 bits for transmission rate.

4.2 RATE-CONSTRAINED CODER CONTROL
In the previous section, the video architecture and syntax are described. Ide-
ally, the coder control should determine the coding parameters so as to achieve
a rate-distortion efficient representation of the video signal. This problem is
compounded by the fact that typical video sequences contain widely varying
content and motion, that can be more effectively quantized if different strate-
gies are permitted to code different regions. For the affine motion coder, one
additionally faces the problem that the number of reference frames has to be
determined since each warped reference frame is associated to an overhead
bit-rate. Therefore, the affine motion parameter sets must be assigned to large
image segments to keep their number small. In most cases however, these large
image segments usually cannot be chosen so as to partition the image uniformly.
The proposed solution to this problem is as follows:

A. Estimate N affine motion parameter sets between the current and the K
previous frames each corresponding to one of N initial clusters.

B. Generate the multi-frame buffer which is composed of K past decoded
frames and N warped frames that correspond to the N affine motion param-
eter sets.

C. Conduct multi-frame block-based hybrid video encoding on theM = N+K
reference frames.

D. Determine the number of affine motion parameter sets that are efficient in
terms of rate-distortion performance.

In the following, steps A-D are described in detail.

4.2.1 AFFINE MOTION PARAMETER ESTIMATION
A natural camera-view scene may contain multiple independently moving ob-
jects in combination with camera motion and focal length change. Hence,
region-based coding attempts to separate the effects via a scene segmentation
and successive coding of the resulting image segments. In this work, an ex-
plicit segmentation of the scene is avoided. Instead, the image is partitioned
into blocks of fixed size which are referred to as clusters in the following. For
each cluster one affine motion parameter set is estimated that describes the mo-
tion inside this cluster between a decoded frame and the current original frame.
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The estimation of the affine motion parameter set for each cluster is conducted
in four steps:

1. Estimation of L translational motion vectors as initialization to the affine
refinement.

2. Affine refinement of each of the L motion vectors using an image intensity
gradient-based approach.

3. Concatenation of the initial translational and the affine refinement parame-
ters.

4. Selection of one candidate among the L estimated affine motion parameter
sets.

For the first step, block matching in the long-term memory buffer is per-
formed in order to robustly deal with large displacements yielding L transla-
tional motion vectors. In the second step, the L translational motion vectors
initialize an affine estimation routine which is based on image intensity gradi-
ents. The affine motion parameters are estimated by solving an over-determined
set of linear equations so as to minimize MSE. In the third step, the resulting
affine motion parameter set is obtained by a weighted summation of the initial
translational motion vector and the affine motion parameters. In the last step,
the optimum in terms of MSE that is measured over the pixels of the cluster is
chosen among the L considered candidates. In the following, the various steps
are discussed in detail.

For the first step, the initial motion vector estimation, two approaches are
discussed:

cluster-based initialization and

macroblock-based initialization.

For the cluster-based initialization, the MSE for block matching is computed
over all pixels inside the cluster. The motion search proceeds over the search
range of �16 pixels and produces one motion vector per reference frame and
cluster. Hence, the number of considered candidates per cluster L is equal to
the number of decoded reference frames K . This approach provides flexibility
in the choice of the cluster size and with that the number of clusters N . Hence,
it will be used in Section 4.3 to analyze the trade-off between rate-distortion
performance and complexity that is proportional to the number of initial clusters
N since this number is proportional to the number of warped reference frames.

However, the cluster-based initialization approach produces a computational
burden that increases as the number of decoded reference framesK grows since
the affine refinement routine has to be repeated for each initial translational
motion vector. On the other hand, translational motion estimation has to be
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conducted anyway for 16 � 16 blocks in H.263 and the long-term memory
MCP coder. Hence, the re-use of those motion vectors would not only avoid an
extra block matching step for the initializations, it would also fix the number of
initial motion vectors to the number of macroblocks per cluster. This approach
is called the macroblock-based initialization. Therefore, an image partitioning
is considered where the clusters are aligned with the macroblock boundaries.
An example for such an initial partitioning is depicted in Fig. 4.4. Fig. 4.4
shows a QCIF picture from the sequence Foreman that is superimposed with
99 blocks of size 16� 16 pixels. The N = 20 clusters are either blocks of size
32� 32 pixels comprising 4 macroblocks, or blocks of size 32� 48, 48� 32,
or 48 � 48 pixels. If the motion vector of each macroblock is utilized as an

Figure 4.4. Image partitioning of a QCIF frame of the sequence Foreman into N =20 cluster.

initialization to the affine refinement step, either L = 4; 6 or 9 candidates have
to be considered. This number is independent from the number of decoded
reference frames K . The motion estimation for the macroblocks proceeds by
minimizing (2.8) using the SSD distortion measure for the search range

M = [�16 : : : 16]� [�16 : : : 16] � [1 : : : K]: (4.4)

followed by half-pixel refinement.
For the second step, the affine refinement, the initial translational motion

vector mI = (mI
x;m

I
y;m

I
t ) which is either obtained via the cluster-based or

macroblock-based initialization is used to motion-compensate the past decoded
frame �s[x; y; t �mt] towards the current frame s[x; y; t] as follows

ŝ[x; y; t] = �s[x �mI
x; y �mI

y; t �mI
t ]: (4.5)

This motion compensation has to be conducted only for the pixels inside the
considered clusterA. The minimization criterion for the affine refinement step
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reads as follows
aR = argmin

a

X
x;y2A

u2[x; y; t;a] (4.6)

with

u[x; y; t;a] = s[x; y; t]� ŝ[x �mx[a; x; y]; y �my[a; x; y]; t] (4.7)

and mx[a; x; y] as well as my[a; x; y] being given via (4.1).
The signal ŝ[x � mx[a; x; y]; y � my[a; x; y]; t] is linearized around the

spatial location (x; y) for small spatial displacements (mx [a; x; y];my[a; x; y])
yielding

ŝ[x �mx[a; x; y]; y �my[a; x; y]; t] � (4.8)

ŝ[x; y; t] � @ŝ[x; y; t]

@x
mx[a; x; y]� @ŝ[x; y; t]

@y
my[a; x; y]:

Hence, the error signal in (4.7) reads

u[x; y; t;a] � (4.9)

s[x; y; t]� ŝ[x; y; t] +
@ŝ[x; y; t]

@x
mx[a; x; y] +

@ŝ[x; y; t]

@y
my[a; x; y]:

Plugging (4.1) into (4.9) and rearranging leads to the following linear equation
with 6 unknowns

u[x; y; t;a] � s[x; y; t]� ŝ[x; y; t] +

�
gxc1; gxc2x

0; gxc3y
0; gyc1; gyc2x

0; gyc3y
0�
0
BBBBBBB@

a1
a2
a3
a4
a5
a6

1
CCCCCCCA

(4.10)

with the abbreviations

gx =

�
w � 1

2

�
@ŝ[x; y; t]

@x
; gy =

�
h� 1

2

�
@ŝ[x; y; t]

@y
;

x0 =

�
x � w � 1

2

�
; y0 =

�
y � h� 1

2

�
: (4.11)

Setting up this equation at each pixel position inside the cluster leads to an over-
determined set of linear equations that is solved so as to minimize the average
squared motion-compensated frame difference. In this work, the pseudo inverse
technique is used which is implemented via singular value decomposition. The
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linearization (4.8) holds for small displacements only which might require an
iterative approach to solve (4.10). However, due to the translational initializa-
tion and the subsequent quantization of the affine motion parameters it turns
out that no iteration is needed. Experiments verify this statement, where the
number of iterations have been varied without observing a significant difference
in resulting rate-distortion performance.

The spatial intensity gradients are computed following [HS81, Hor86]. With
z 2 fx; yg the spatial gradients are given as

@ŝ[x; y; t]

@z
=

1

4

1X
i=0

1X
j=0

azijs[x + i; y + j; t] + bzij ŝ[x + i; y + j; t];

(4.12)

with azij as well as bzij being the element on the ith row and jth column of the
matrices

Ax = Bx =

�
1 �1
1 �1

�
and Ay = By =

�
1 1
�1 �1

�
(4.13)

The estimates provide the gradient of the point in-between the four samples
and between the pre-compensated and the current image [Hor86]. Since the
spatial gradients are computed between the pixel positions, the frame difference
s[x; y; t]� ŝ[x; y; t] is computed as well using the summation on the right hand
side of (4.11) with z = t and

At = �Bt =

�
1 1
1 1

�
: (4.14)

In the third step, the affine motion parameters for motion compensation
between the reference frame �s[x; y; t �mI

t ] and the current frame s[x; y; t] is
obtained via concatenating the initial translational motion vector mI and the
estimated affine motion parameter set aR yielding

a1 =
2mI

x

c1(w � 1)
+ aR1 ; a2 = aR2 ; a3 = aR3

a4 =
2mI

y

c1(h� 1)
+ aR4 ; a5 = aR5 ; a6 = aR6 (4.15)

The initial translational block matching and the affine refinement procedure
are repeated for each of the L candidates. Finally, in the fourth step, the affine
motion parameter set is chosen that minimizes the MSE measured over the
pixels in the clusterA.
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4.2.2 REFERENCE PICTURE WARPING

For each of the N estimated affine motion parameter sets, the corresponding
reference frame is warped towards the current frame. The reference picture
warping is conducted using the motion field that is computed via (4.1) given
each affine motion parameter set for the complete frame. Intensity values that
correspond to non-integer displacements are computed using cubic spline in-
terpolation [Uns99] which turns out to be more efficient than bi-linear interpo-
lation as the motion model becomes more sophisticated [DS95]. Hence, the
multi-frame buffer is extended by N new reference frames that can be used for
block-based prediction of the current frame as illustrated in Fig. 4.1.

4.2.3 RATE-CONSTRAINED MULTI-FRAME HYBRID
VIDEO ENCODING

At this point it is important to note that the multi-frame buffer is filled with
the K most recent frames and N warped frames yielding a total of M refer-
ence frames. In order to produce the MCP signal, multi-frame block-based
motion compensation is conducted. That is, half-pixel accurate motion vectors
m = (mx;my;mt)

T are applied to compensate blocks of size 16 � 16 pixels
referencing one of the M = K + N reference frames. Again, block-based
motion estimation is conducted to obtain the motion vectors by minimizing
(2.8) as it was done when searching decoded frames to initialize affine motion
estimation. In case the macroblock-based initialization is employed, the cor-
responding motion vectors can be re-used. Otherwise, motion estimation over
the K decoded frames has to be conducted as described for the macroblock-
based initialization. When searching a warped reference frame, only a range
of [�2 : : : 2] � [�2 : : : 2] spatially displaced pixels is considered. This small
search range is justified by the fact that the warped frames are already motion-
compensated and experiments with a larger search range show that only a very
small percentage of motion vectors is found outside the [�2 : : : 2]� [�2 : : : 2]
range.

Given the motion vectors, the Lagrangian costs for the macroblock modes
Inter, Skip, and Intra are computed similar to the TMN-10 specifications
and the best coding options are chosen for each macroblock given the set of
M reference frames. During the minimization, the values that correspond to
the best coding option for a given reference frames are stored in an array. This
is done to permit a fast access to the Lagrangian costs for the following step,
where the number of efficient reference frames is determined.
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4.2.4 DETERMINATION OF THE NUMBER OF
EFFICIENT REFERENCE FRAMES

As mentioned before, there is still an open problem about the efficient combi-
nation of motion vectors, macroblock modes and reference frames. Because
of the inter-dependency of the various parameters, a locally optimal solution is
searched using the pre-computed Lagrangian costs. The greedy optimization
algorithm proceeds as follows:

1. Sort the M = K +N reference frames according to the frequency of their
selection.

2. Starting with the least popular frame, test the efficiency of each reference
frame by

(a) Computing its best replacement among the more popular frames in terms
of rate-distortion costs block by block.

(b) If the costs for transmitting the reference frame parameters exceed the
cost of using the replacements for this frame, remove the frame, other-
wise keep it.

The first step is conducted because of the use of the variable length code
to index the reference frames. The chosen reference frame with associated
warping parameters are transmitted in the header of each picture. The order
of their transmission provides the corresponding index that is used to specify a
particular reference frame using the block-based motion vectors. This index is
entropy-coded using a variable length code and the sorting matches the selection
statistics to the length of the code words.

In the second step, the utility of each reference frame is tested by evaluating
the rate-distortion improvement obtained by removing this reference frame. For
those blocks that reference the removed frame, the best replacements in terms of
Lagrangian costs among the more popular reference frames are selected. Only
the more popular frames are considered because they potentially correspond to
a smaller rate and because of the goal to obtain a reduced number of reference
frames in the end. If no rate-distortion improvement is observed, the frame is
kept in the reference buffer and the procedure is repeated for the next reference
frame.

After having determined the number of efficient frames M� in the multiple
reference frame buffer, the rate-distortion costs of the INTER-4V macroblock
mode are considered and the selected parameters are encoded. Up to this point,
the INTER-4Vmode has been intentionally left out of the encoding because of
the associated complexity to determine the associated Lagrangian cost function.
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4.3 EXPERIMENTS
Within the framework of the multi-frame affine motion coder there are several
parameters that can be adjusted. In this section, empirical justifications are given
for choices made for important parameters. Attention is given to parameters that
have the largest impact on the trade-off between rate-distortion performance and
computational complexity. Regarding the affine motion coder, the important
question about the number of initial clusters N is discussed. This parameter is
very critical since the number of warped reference pictures is directly affected
by N . Then, the combination of long-term memory prediction with affine
motion compensation is presented and the gains when combining affine and
long-term memory MCP are investigated.

4.3.1 AFFINE MOTION COMPENSATION
In this section, the parameter setting for the affine motion coder is investigated.
For that, the warping is restricted to exclusively reference the prior decoded
picture. As shown later, the results for this case also propagate to a setting
where the affine motion coder is combined with long-term memory prediction.

The first question to clarify concerns the number of initial clusters N . The
translational motion vector estimation is conducted using the cluster-based
initialization as described in Section 4.2.1. The coder is initialized with N =
1; 2; 4; 8; 16; 32; 64, and 99 clusters. The partition into the N initial clusters
is conducted so as to obtain equal size blocks and each of the blocks being
as close as possible to a square. The translational motion vectors serve as
an initialization to the affine refinement step described in Section 4.2.1. The
estimated affine motion parameter sets are used to warp the previous decoded
frame N times as explained in Section 4.2.2. Block-based multi-frame motion
estimation and determination of the number of efficient affine motion parameter
sets is conducted as described in Sections 4.2.3 and 4.2.4.

The left-hand side of Fig. 4.5 shows the average bit-rate savings for the set
of test sequences in Tab. A.1. The procedure to obtain the average bit-rate
savings is similar to the one utilized for the results in Fig. 3.13. The average
bit-rate savings are very similar for the three different levels of reproduction
quality. The number of initial clusters has a significant impact on resulting rate-
distortion performance. The increase in bit-rate savings tends to a saturation
for a large number of clusters, i.e., more than 32 clusters, reaching the value of
17 % for the set of test sequences considering the reproduction quality of 34 dB
PSNR.

This can be explained when investigating the average number of affine motion
parameter sets that are transmitted as shown on right-hand side in Fig. 4.5.
The average number of transmitted affine motion parameter sets is generated
with a similar method as the average bit-rate savings for a given PSNR value.
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Figure 4.5. Average bit-rate savings (left) and average number of transmitted affine motion
parameter sets (right) vs. number of initial clusters for the test sequences in Tab. A.1 and three
different levels of reproduction quality.

The average number of affine motion parameter sets increases with increasing
average PSNR as well as an increased number of initial clusters. This is because
the size of the measurement window becomes smaller as the number of initial
clusters increases and the affine motion parameters are more accurate inside the
measurement window. Hence, the coder chooses to transmit more affine motion
parameter sets. For very small numbers of initial clusters, a large percentage
of the maximum number of affine motion parameter sets is chosen. However,
as the number of initial clusters is increased, a decreasing percentage of affine
motion parameter sets is transmitted.

Figure 4.6 shows the average bit-rate savings at 34 dB PSNR for the set of
test sequences where the result for each sequence is shown. The abbreviations
fm, mc, st, te, cs, md, nw, and si correspond to those in Tab. A.1. The solid line
depicts the average bit-rate savings for the 8 test sequences at equal PSNR of
34 dB. The results differ quite significantly among the sequences in the test set.
On the one hand, for the sequence Silent Voice, only a bit-rate saving of 6 %
can be obtained. On the other hand, sequences like Mobile & Calendar and
Container Ship show substantial gains of more than 25 % in bit-rate savings.

In Fig. 4.6, the asterisk shows the average result for the macroblock-based
initialization of the affine estimation (see Section 4.2.1). Please recall that all
experiments that were described so far are conducted using the cluster-based
initialization for the translational motion vector estimation to have a simple
means for varying the number of initial clusters. For the macroblock-based
initialization, the segmentation in Fig. 4.4 is employed resulting in N = 20
clusters. The bit-rate saving of 15 % is very close to the results for the cluster-
based initialization. However, the complexity is drastically reduced.
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Figure 4.6. Average bit-rate savings at 34 dB PSNR versus number of initial clusters for the
test sequences in Tab. A.1.

Typical running time measurements for the macroblock-based initialization
are as follows. The complete affine motion coder runs at 6.5 seconds per QCIF
frame on a 300 MHz Pentium PC. These 6.5 seconds are split into 0.5 seconds
for translational motion estimation for 16�16 macroblocks, 1 second for affine
motion estimation, and the warping also takes 1 second. The pre-computation
of the costs for the INTER, SKIP, and INTRA mode takes 2 seconds, and the
remaining steps use 2 seconds. As a comparison, the TMN-10 coder which has
a similar degree of run-time optimization uses 2 seconds per QCIF frame.

Finally, rate-distortion curves are depicted to evaluate the performance of
this approach. For that, the DCT quantization parameter has been varied over
values Q = 4; 5; 7; 10; 15; and 25 when encoding the sequences Foreman,
Mobile & Calendar, News, and Tempete. The results are shown in Fig. 4.7,
where the rate-distortion curves for the affine motion coder are compared to
those of TMN-10 when running both codecs according to the conditions in
Tab. A.1. The following abbreviations indicate the two codecs compared:

TMN-10: The H.263 test model using Annexes D, F, I, J, and T.

MRPW: As TMN-10, but motion compensation is extended to referenc-
ing warped frames corresponding to N = 20 initial clusters using the
macroblock-based initialization.

The PSNR gains vary for the different test sequences and tend to be larger as
the bit-rate increases. In contrast, the relative bit-rate savings are more or less
constant over the entire range of bit-rates that was tested. Typically, a PSNR
gain of 1 dB compared to TMN-10 is obtained. The PSNR gains are up to
2.3 dB for the sequence Mobile & Calendar.
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Figure 4.7. PSNR vs. overall bit-rate for the QCIF sequences Foreman (top left), Mobile &
Calendar (top right), News (bottom left), and Tempete (bottom right).

4.3.2 COMBINATION OF AFFINE AND LONG-TERM
MEMORY MOTION COMPENSATION

In the previous section, it is shown that affine motion compensation provides
significant bit-rate savings. The gains for the affine motion coder increase with
an increasing number of initial clusters. A saturation of the gains is reported
when increasing the number of initial clusters beyond 32. The number of initial
clusters determines the number of reference frames that are warped. Hence, a
parameter choice is proposed where 20 initial clusters are utilized providing an
average bit-rate saving of 15 %.

In contrast to the affine motion coder where warped versions of the prior
decoded frame are employed, the long-term memory MCP coder references past
decoded frames for motion compensation. However, aside from the different
origin of the various reference frames, the syntax for both codecs is very similar.
In Chapter 3, Fig. 3.13 shows the average bit-rate savings at 34 dB PSNR for the
set of test sequences that are achieved with the long-term memory MCP codec.
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In Chapter 3, it is found that long-term memory MCP with 10 past decoded
frames for most sequences yields a good compromise between complexity and
bit-rate savings.
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Figure 4.8. Average bit-rate savings at 34 dB PSNR versus number of initial clusters for the set
of test sequences in Tab. A.1. Two cases are shown: (i) affine warping using K = 1 reference
frames (lower solid curve) and (ii) affine warping using K = 10 reference frames (upper solid
curve).

In Fig. 4.8, the result is depicted when combining the affine motion coder
and long-term memory MCP. This plot shows average bit-rate savings at 34 dB
PSNR versus the number of initial clusters for the set of test sequences in
Tab. A.1. Two cases are shown: (i) affine warping using K = 1 reference
frame (lower solid curve) and (ii) affine warping using K = 10 reference
frames (upper solid curve). For the case K = 1, the setting of the coder has
been employed again that was used for the curve depicting the average bit-rate
savings at 34 dB on the left-hand side in Fig. 4.5. To obtain the result for the
case K = 10, the combined coder is run using the cluster-based initialization
with N = 1; 2; 4; 8; 16; 32; 64, and 99 initial clusters. For the cluster-based
initialization of the affine motion estimation, L = K = 10 initial translational
motion vectors are utilized each corresponding to the best match on one of theK
decoded frames (see Section 4.2.1). Please note that the number of maximally
used reference frames is N + K . Interestingly, the average bit-rate savings
obtained by the affine motion and the long-term memory prediction coder are
almost additive when being combined using multi-frame affine MCP.

Figure 4.9 shows the bit-rate savings for each of the test sequences in Tab. A.1
when employing K = 10 decoded reference frames versus the number of initial
clusters N using dashed lines. The solid line for K = 10 is repeated from the
left-hand side of Fig. 4.5. The bit-rate savings are more than 35 % for the
sequences Container Ship and Mobile & Calendar when using 32 or more
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initial clusters. Interestingly, when using K = 10 reference frames and 16 or
more initial clusters the bit-rate savings are never below 17 %.
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Figure 4.9. Average bit-rate savings at 34 dB PSNR versus number of initial clusters for the
set of test sequences in Tab. A.1.

In Fig. 4.9, the asterisk shows the result for the case of macroblock-based
initialization. For that, the initial segmentation in Fig. 4.4 is employed. The
initial motion vectors for the affine motion estimation are those best matches
found for the macroblocks in each cluster when searching K = 10 decoded
reference frames. An average bit-rate saving of 24 % is obtained for the set of
8 test sequences in Tab. A.1.

The measured bit-rate savings correspond to PSNR gains up to 3 dB. Fig-
ure 4.10 shows rate-distortion curves for the four test sequences Foreman, Mo-
bile & Calendar, Container Ship, and Silent Voice. The curves depict the results
that are obtained with the following three codecs:

TMN-10: The H.263 test model using Annexes D, F, I, J, and T.

LTMP: As TMN-10, but motion compensation is extended to long-term
memory prediction with K = 10 decoded reference frames.

MRPW+LTMP: As TMN-10, but motion compensation is extended to
combined affine and long-term memory prediction. The size of the long-
term memory is selected as K = 10 frames. The number of initial clusters
is N = 20 and the macroblock-based initialization is employed.

Long-term memory MCP with K = 10 frames and without affine warping is
always better than TMN-10 as already demonstrated in Chapter 3. Moreover,
long-term memory MCP in combination with affine warping is always better
than the case without affine warping. Typically, bit-rate savings between 20
and 35 % can be obtained which correspond to PSNR gains of 2-3 dB. For
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Figure 4.10. PSNR vs. overall bit-rate for the QCIF sequences Foreman (top left), Mobile &
Calendar (top right), Container Ship (bottom left), and Silent Voice (bottom right).

some sequences long-term memory prediction provides most of the gain (Silent
Voice) while for other sequences the affine motion coder is more important
(Mobile & Calendar).

For the sequence Mobile & Calendar the gap between the result for the
long-term memory MCP codec with and without affine motion compensation
is visible for the lowest bit-rates as well. This results in a bit-rate saving of
50 %. Moreover, for some sequences, the gain obtained by the combined coder
is larger than the added gains of the two separate coders. For example, the
long-term memory prediction gain for Mother & Daughter is 7 % for K = 10
reference pictures when measuring over all coded frames. The gain obtained
for the affine motion coder is 10 % when using 32 initial clusters. However,
the combined coder achieves 23 % bit-rate savings for the sequence Mother &
Daughter.
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4.4 ASSESSMENT OF THE RATE-DISTORTION
PERFORMANCE OF MULTI-FRAME
PREDICTION

In this section, the bit-rate reduction and the PSNR gain of multi-frame MCP
is compared against what has been achieved using improved motion compen-
sation in the past. In Chapter 1, Fig. 1.4 depicts the average bit-rate savings
versus increased prediction capability for the test sequences in Tab. A.1. Fig-
ure 4.11 shows the rate-distortion curves for the sequences Foreman, Mobile &
Calendar, Container Ship, Silent Voice. The experimental conditions are those
from Tab. A.1 and the acronyms CR, FD, IP-MC, HP-MC, TMN-10 correspond
to those in Fig. 1.4. The result for multi-frame prediction is labeled by MFP
and corresponds to those performance measures as in Fig. 4.10, where K = 10
reference frames and N = 20 initial clusters are utilized.
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Figure 4.11. PSNR vs. overall bit-rate for the QCIF sequences Foreman (top left), Mobile &
Calendar (top right), Container Ship (bottom left), and Silent Voice (bottom right).

For all sequences, the combined affine and long-term memory MCP codec
makes a visible difference and the result for MFP can be easily distinguished
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from the state-of-the-art. The bit-rate savings obtained by multi-frame predic-
tion against the TMN-10 coder in Fig. 4.9 is 24 % when setting the bit-rate of the
TMN-10 case to 100 %. Relative to the bit-rate for integer-pixel motion com-
pensation, half-pixel motion provides 21 % bit-rate savings which corresponds
to the gain when using H.263-baseline prediction instead of H.261-based mo-
tion compensation (without a loop filter [ITU93]). Hence, the bit-rate savings
obtained with multi-frame affine motion compensation are larger than those
obtained when improving the MCP from H.261 to H.263 in baseline mode.

4.5 DISCUSSION AND OUTLOOK
The affine motion model can be viewed as an extended set of basis functions for
the representation of the motion vector field in the image plane when comparing
it to the translational motion model. Hence, improvements beyond the results
with the affine motion model could be obtained when further extending the
set of basis functions. The chosen set of basis functions must be suitable
for an efficient estimation approach of the motion coefficients and the image
segmentation. When more basis functions are considered, advanced techniques
for the coding of the motion coefficients become increasingly important.

Another multi-frame MCP scheme is presented in [EWG00], where a hybrid
video coder is combined with a 3-D model-based approach for efficient com-
pression of head-and-shoulder sequences. The combination with multi-frame
prediction is achieved by running a block-based two-frame video coder with
the prior decoded picture and a synthesized picture by the model-based coder.
The model-based coder uses a parameterized 3-D head model specifying shape
and color of a person. The transmitted parameters of the 3-D head model are
estimated at the encoder using the current picture and the prior picture. Both ap-
proaches are combined using the rate-constrained multi-frame MCP approach
as presented in the previous chapter. Hence, the generality of waveform cod-
ing and the efficiency of 3-D model-based coding are available where needed.
Experiments on five video sequences show that bit-rate savings of about 35 %
are achieved at equal average PSNR when comparing the coder in [EWG00]
to TMN-10, the state-of-the-art test model of the H.263 standard. This corre-
sponds to a gain of 2-3 dB in PSNR when encoding at the same average bit-rate
[EWG00].

4.6 CHAPTER SUMMARY
The idea of reference picture warping can be regarded as an alternative approach
to assigning affine motion parameters to large image segments with the aim of
a rate-distortion efficient motion representation. Although the affine motion
parameter sets are determined on sub-areas of the image, they can be employed
at any position inside the frame. Instead of performing a joint estimation of
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the image partition and the associated affine motion parameter sets, reference
frames are warped and selected in a rate-distortion efficient way on a block
basis. Hence, the presented approach decomposes the joint optimization task of
finding an efficient combination of affine motion parameters, regions and other
parameters into separate steps. Each of these steps takes an almost constant
amount of computation time which is independent of the context of the input
data. The coder robustly adapts the number of affine motion parameter sets to
the input statistics and never degrades below the rate-distortion performance
that can be achieved with the syntax of the underlying H.263 standard. The
use of multiple reference frames requires only very minor syntax changes of
state-of-the-art video coding standards.

The combined affine and long-term memory MCP codec is an example for an
efficient multi-frame video compression scheme. The two incorporated multi-
frame concepts seem to complement each other well providing almost additive
rate-distortion gains. When warping the prior decoded frame, average bit-rate
savings of 15 % against TMN-10 are reported for the case that 20 warped
reference pictures are used. For the measurements, reconstruction PSNR is
identical to 34 dB for all cases considered. These average bit-rate savings
are measured over a set of 8 test sequences that represent a large variety of
video content. Within the test set, the bit-rate savings vary from 6 to 25 %.
Long-term memory prediction has been already demonstrated as an efficient
means to compress motion video. The efficiency in terms of rate-distortion
performance is comparable to that of the affine coder. The combination of
the two approaches yields almost additive average gains. When employing 20
warped reference pictures and 10 decoded reference frames, average bit-rate
savings of 24 % can be obtained for the set of 8 test sequences. The minimal
bit-rate savings inside the test set are 15 % while the maximal bit-rate savings
are reported to be up to 35 %. These bit-rate savings correspond to gains in
PSNR between 0.8 and 3 dB. For some cases, the combination of affine and
long-term memory MCP provides more than additive gains.
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Chapter 5

FAST MOTION ESTIMATION FOR
MULTI-FRAME PREDICTION

Multi-frame MCP can provide substantial improvements in rate-distortion per-
formance. These improvements come with the following drawbacks

1. increased memory requirement at the encoder and decoder,

2. increased computational complexity at the encoder.

The first issue is not considered here since memory is increasingly a commodity,
a fact which motivated the investigations in this book. The second item, the
increased computational complexity at the encoder due to multi-frame motion
estimation is still important in today’s video encoders. This chapter focuses on
methods for lowering the computation time of the motion estimation.

Multi-frame block-based motion estimation is conducted by block matching
in the search space which is for QCIF pictures typically set to �16 pixels hor-
izontally and vertically for each reference picture. The main idea investigated
in this chapter is to pre-compute data about the search space that can be used
to either avoid considering certain positions or to reduce the complexity for
evaluating distortion. For that, it is important to consider the computation time
for the pre-computation step to arrive at a lower complexity overall.

The multi-frame scenario that is considered here is long-term memory MCP
employing a sufficiently large number of reference frames (M � 10). When
a picture is decoded and included into the set of M reference pictures, it is
assumed that most of the pictures remain unchanged in the buffer which is the
case for the Sliding Window buffering rule. This condition distinguishes the fast
search methods for multi-frame MCP from most single-frame approaches be-
cause the relative portion of time for the pre-computation step becomes smaller
as the number of unchanged reference frames increases.

This chapter is organized as follows. In Section 5.1, strategies for the reduc-
tion of computation time for multi-frame block matching are presented that do

D R A F T May 23, 2001, 6:22pm D R A F T



84 MULTI-FRAME MOTION-COMPENSATED PREDICTION

not introduce any loss of rate-distortion performance in comparison to the full
search approach in Chapter 3. Further reductions in computation time can be
obtained by accepting some losses in rate-distortion performance. Section 5.2
presents such ideas. Finally, in Section 5.3, experimental results illustrate the
particular benefits for the various search strategies.

5.1 LOSSLESS FAST MOTION ESTIMATION
For each position in the search space, the costs that determine the criterion for
motion estimation have to be computed and the optimum among those candi-
dates is chosen. In this work, rate-constrained motion estimation is utilized,
where the criterion to find the optimum motion vector mi for the block Si is
the minimization of a Lagrangian cost function

JMOTION(Si;m) = DDFD(S i;m) + �MOTIONRMOTION(Si;m); (5.1)

for each candidate m in the search space. The distortion term DDFD(S i;m)
is being measured as SAD or SSD, and RMOTION(Si;m) is the rate associated
with the motion vectorm. Typically, the rate for the motion vector is computed
by a table look-up which is comparably fast. However, the computation of the
distortion for the various search positions is demanding. Hence, fast search
methods for motion estimation attempt the reduction of computation time for
the distortion term in (5.1).

The main principle that is employed in this chapter to reduce computation
time is based on excluding candidates m or terminating the distortion compu-
tation for them early. Let us consider Jmin as the minimum Lagrangian cost
value that has been determined so far in the motion search. Any candidate
m can not provide a lower value than Jmin if a Lagrangian cost function that
incorporates an approximate distortion measure D0DFD(S i;m) that satisfies the
following condition

D0
DFD(S i;m) � DDFD(Si;m); (5.2)

exceeds Jmin, i.e.

D0
DFD(Si;m) + �MOTIONRMOTION(Si;m) � Jmin: (5.3)

This method will never provide inferior results in terms of Lagrangian costs,
if the exclusion of candidates is based on approximations that provide smaller
values than the actual Lagrangian cost value of that candidate. Such smaller
values are available during SAD or SSD computation, since the distortion per
pixel is a positive quantity and the summation of positive values is a mono-
tonically increasing function. Typically, these partial distortion measures are
computed after each row of 16� 16 or 8� 8 blocks. Thus, this method serves
as the anchor in all comparisons.
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Other approximations of the distortion measure that are based on triangle
inequalities are described in Section 5.1.1. The other side of the inequality
in (5.3) is important as well, because if Jmin is small in the beginning of the
search, more candidates can be rejected. This effect can be controlled by the
search order which is described in Section 5.1.2. Another important aspect is
the number of blocks that are considered. Hence, the search space for motion
estimation is discussed in Section 5.1.3.

5.1.1 TRIANGLE INEQUALITIES FOR DISTORTION
APPROXIMATION

An approximation of the distortion term in (5.3) that satisfies (5.2) is given
by the triangle inequality, which provides a lower bound on the norm of the
difference between vectors [LS95, LT97]. The special structure of the motion
estimation problem permits a fast method to pre-compute the norm values of
all blocks in the previously decoded frames [LS95]. Incorporating the triangle
inequality into the sums for SAD and SSD, yields

DDFD(Si;m) =
X

(x;y)2Ai

���s[x; y; t]� �s[x �mx; y �my; t �mt]
���p �

D0
DFD(Si;m) = (5.4)�������
0
@ X
(x;y)2Ai

���s[x; y; t]���p
1
A
1=p

�
0
@ X
(x;y)2Ai

����s[x �mx; y �my; t �mt]
���p
1
A
1=p
�������
p

by varying the parameter p = 1 for SAD and p = 2 for SSD. The set Ai

comprises the sampling positions of the blocks considered, e.g., a block of
16� 16 samples.

The concept of one triangle inequality per block can be extended to multiple
triangle inequalities. Assume a partition of the set Ai into subsets An

i such
that

Ai =
[
n

A
n
i ; and

\
n

A
n
i = ;: (5.5)

The triangle inequality (5.3) holds for all possible subsetsAni . Thus, rewriting
the formula for DDFD(S i;m) yields

X
(x;y)2Ai

���s[x; y; t]� �s[x �mx; y �my; t �mt]
���p =

X
n

X
(x;y)2An

i

���s[x; y; t]� �s[x �mx; y �my; t �mt]
���p (5.6)
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and applying the triangle inequality for allAni provides a lower bound for the
distortion as follows

DDFD(Si;m) � (5.7)

X
n

�������
0
@ X
(x;y)2An

i

���s[x; y; t]���p
1
A
1=p

�
0
@ X
(x;y)2An

i

����s[x �mx; y �my; t �mt]
���p
1
A
1=p
�������
p

Note that (5.7) is a tighter lower bound than (5.3), but it requires more compu-
tation. Hence, a trade-off can be obtained between the sharpness of the lower
bound and computational complexity.

An important issue within this context remains to be the choice of the par-
titions An

i . Of course, (5.7) works for all possible subsets that satisfy (5.5).
However, since the norm values of all blocks in the search space have to be
pre-computed, the fast method as described in [LS95] should be used. There-
fore, a random sub-division of Ai into n subsets may not be the appropriate
choice. Instead, for sake of computation, a regular sub-division ofAi is more
desirable.

Please recall that the H.263 video coding standard permits blocks of size
16� 16 and blocks of size 8� 8 if the Annexes F or J are enabled as is the case
in our experiments. Hence, the idea proposed in [LC95] is employed where a
16� 16 block is decomposed into 4 different partitions. The 16 � 16 block is
partitioned into 1 set of 16�16 samples, into 4 subsets of 8�8 samples, into 16
subsets of 4�4 samples, and into 64 subsets of size 2�2 samples. The various
triangle inequalities are successively applied in the order of the computation
time to evaluate them, i.e., first the 16 � 16 triangle inequality (5.3) is tested,
then the inequalities relating to blocks of size 8� 8, 4� 4, and 2� 2 samples
are computed using (5.7). This hierarchy of triangle inequalities is also applied
for 8� 8 blocks where the triangle inequality in (5.3) is first employed for the
complete 8� 8 block and the subset triangle inequalities in (5.7) are evaluated
for 4� 4 and 2� 2 blocks accordingly.

5.1.2 SEARCH ORDER
It is obvious that a small value forJmin determined in the beginning of the search
leads to the rejection of many other blocks later and thus reduces computation
time. Hence, the order in which the blocks in the search space are tested has an
impact on the computation time. Here, two strategies are considered:

1. probability-ordered search and

2. norm-ordered search.

The probability-ordered search follows an increasing number of bits for the
motion vectors, i.e., motion vectors corresponding to a small number of bits
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are considered first. The idea is that the variable length code for the motion
vectors corresponds to an entropy-code and with that a small number of bits is
associated to a high probability that this motion vector is being transmitted. If
candidates that correspond to small values for Jmin are considered first, many
candidates that are successively tested using (5.3), can be rejected.

However, the motion vector that is actually chosen for a particular block
may significantly differ from those statistics that are used to derive the variable
length codes. Another measure about the probabilities of finding a good match
in the search space is given by the values of the block norms that are used for
the triangle inequality in (5.3). This is the idea behind the norm-ordered search,
where blocks in the search space having a similar norm as the block which is
to be compensated are tested first [WLG98]. The norm-ordered search stops,
if (5.3) is violated. Thus, the algorithm does not even have to look at those
positions, which cannot yield Lagrangian costs lower than the one previously
found.

5.1.3 SEARCH SPACE
The search space should cover a sufficient range of possible shifts in the image
plane. Sufficient in this case means, that a further increase of the search space
does not provide significant improvements in rate-distortion performance. For
pictures in QCIF resolution, empirical results for the set of test sequences in
Tab. A.1 show that a range of �16 pixels in horizontal and vertical direction is
sufficient. This also holds for most sequences in the case of long-term memory
MCP, when the range of �16 pixels is searched for each of the M reference
frames. But this extended search space might introduce redundancy, i.e., the
blocks in the various pictures might be similar. Moreover, in the hybrid coder,
quantized pictures are used as reference for the current picture. This leads to
identical pixels for blocks that are coded by the Skipmode which is quite often
the case for frames that are generated by a still camera. Typically, for sequences
like Container Ship, Mother & Daughter, News, and Silent Voice, more than
50 % of a picture are coded using Skip.

Identical blocks in the search space lead to identical distortion values. Hence,
if the number of bits to reference two or more identical blocks are different, all
search positions, except for the one corresponding to the minimum number of
bits, can be excluded from the search space. A simple method to exclude such
positions is to compute the frame difference between the most recent reference
frame and the current decoded frame. For all pixel-displaced 16�16 and 8�8
blocks Ai, the SSD is computed over the difference frame. Those positions,
for which the following condition is satisfied

1

jAij
X

(x;y)2Ai

(�s[x; y; t]� �s[x; y; t � 1])2 � � (5.8)
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with � = 0 are excluded in the older of the two reference frames, without
introducing any loss in prediction performance. Values of � > 0 lead to a
further reduction of the search space, but might introduce a loss in prediction
performance as discussed in the next section. The quantity jAij specifies the
number of pixels per block. The positions in the older reference frame are
excluded, because they require more or an equal number of bits for the picture
reference parameter than the more recent frame when employing the sliding
window buffering. This exclusion of search positions is only done for the most
recent reference frame and the current decoded frame. The motion estimation
incorporates the exclusion of search positions into the probability-ordered or
norm-ordered search, by generating a mask that indicates, whether a certain
position should be considered or not. This mask is attached to each reference
frame and utilized as long as the corresponding frame remains in the multi-frame
buffer.

5.2 LOSSY FAST MOTION ESTIMATION
In many applications the computation time available is very often not sufficient
in order to conduct lossless motion estimation. Hence, the computation time
needs to be further reduced, which, in general, results in losses in rate-distortion
performance. Two ideas have mainly been explored in the context of lossy
search methods:

1. sub-sampling of the search space,

2. sub-sampling of the block for which distortion is measured.

In the following, the application of both ideas to speed-up long-term memory
MCP is explained.

5.2.1 SUB-SAMPLING OF THE SEARCH SPACE
The sub-sampling of the search space is realized by the exclusion of “too simi-
lar” or “too different” blocks from the search space. Blocks that are “too similar”
are removed from the search space via setting � > 0 in (5.8). Hence, if the
difference between decoded frames is too small, the corresponding positions
of the older of the two frames are excluded from the search. Such a scheme is
suggested by the statistical model for the minimization of long-term memory
MCP in Section 3.3. The analysis in Section 3.3 yields the insight that highly
correlated distortion values in the search range provide small prediction gains.
It can be shown that the correlation of the distortion values of two blocks in the
search space increases when the correlation of the pixel values of those blocks
increases. Hence, if the left-hand side term in (5.8) is small, the pixel values of
the two considered blocks are highly correlated and with that the corresponding
distortion values.
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Blocks that are “too different” are removed by early termination of the norm-
ordered search. Please recall that the norm-ordered search first tests candidates
which have a norm value that is similar to the norm value of the block for which
the search is conducted. The norm value is used in the triangle inequality (5.3)
to obtain a lower bound on the true distortion. This lower bound is included
into the criterion for motion estimation in (5.3) to exclude certain candidates.
Hence, if (5.3) is modified to

D0
DFD(Si;m) � 
+ �MOTIONRMOTION(Si;m) � Jmin (5.9)

with 
 > 1, the costs of certain positions might be over-estimated because
D0

DFD(S i;m) � 
 is no longer guaranteed to be a lower bound of the true
distortion. Doing so, a candidate might be excluded from the search, which
potentially yields lower costs than Jmin. On the other hand, the modification in
(5.9) may save computation time by excluding candidates for which the lower
bound on the distortion in (5.3) might be too conservative. Thus, by adjusting

, a trade-off can be achieved between computation time and rate-distortion
performance.

5.2.2 SUB-SAMPLING OF THE BLOCK
Sub-sampling of the block for which distortion is measured, reduces the com-
putation time that is needed to test a particular block. Often this approach is
realized by evaluating the distortion criterion, using a reduced number of sam-
ples. The reduction of the number of samples can be achieved by filtering and
sub-sampling. The use of the triangle inequality can be interpreted as filtering
and sub-sampling. Hence, this approach to fast motion estimation can be incor-
porated by stopping the distortion evaluation at a certain level in the hierarchy
of triangle inequalities.

The level in the hierarchy is adapted by measuring the amount of activity in
the block for which the motion search is conducted. More precisely, the activity
is measured as

� � (5.10)

1

jBij

2
4 X
(x;y)2Bi

(s[x + 1; y; t] � s[x; y; t])2 +
X

(x;y)2Bi

(s[x; y + 1; t]� s[x; y; t])2

3
5

with � being a threshold and Bi being the 15 � 15 or 7 � 7 block from the
upper left corner of the considered 16� 16 or 8� 8 blocks, respectively. If the
activity measure is below the threshold �, the distortion is only measured on
the 2�2 block level of the triangle inequality hierarchy and never evaluated on
the pixel level. Please note that the consideration of the 4� 4 or larger blocks
for the triangle inequality level has not provided good results and is therefore
not considered.
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5.3 EXPERIMENTS
In the following, the results of experiments are presented that are conducted
to illustrate the particular benefits for the presented approaches to computation
time reduction. For that, the TMN-10 coder and the long-term memory MCP
coder are employed with Annexes D, F, I, J and T being enabled. Hence, the
motion estimation is conducted for 16 � 16 and 8 � 8 blocks. The motion
search range in all simulations is set to M = [�16 : : : 16] � [�16 : : : 16] �
[1 : : : M ], with M = 1 for the TMN-10 coder and with M = 10 and M = 50
reference frames for the long-term memory MCP coder. The distortion criterion
is the SAD measure. Comparisons are made for the computation time needed
to conduct integer-pixel accurate motion estimation for 16 � 16 and 8 � 8
blocks together when employing the various approaches presented before. All
remaining parts of the hybrid coder require the same amount of computation for
all cases considered. The experiments are conducted on a 300 MHz Pentium PC,
single processor, 256 MByte RAM, and Linux operating system. No advanced
instruction sets are used. Note that the results depend on the machine used and
they might be different for other platforms. But the main intention here is to
illustrate the impact of the various approaches.

5.3.1 RESULTS FOR LOSSLESS METHODS
Section 5.1 describes the exclusion of candidates in the search space using
distortion approximations as the main approach to fast motion estimation. An
experiment has been conducted to illustrate the reductions in computation time,
when using the distortion approximation with the triangle inequality, varying
the search order and reducing the search space for long-term memory MCP.
Figure 5.1 depicts the average computation time T in seconds per frame for
the integer-pixel motion search for 16� 16 and 8� 8 blocks together, that has
been measured by excluding the first 50 of the encoded frames for the sequences
Foreman, Mobile & Calendar, Container Ship, and Silent Voice. Each sequence
has been encoded according to the simulation conditions in Tab. A.1 using the
following approaches:

FS: Full search, i.e., no triangle inequalities are utilized. The blocks are
tested using the probability-ordered search as described in Section 5.1.2.
For each candidate, (5.3) is tested after each line of samples when computing
the SAD of the 16� 16 or 8� 8 blocks.

POS: Probability-ordered search. This approach is similar to FS, except that
for the lower bound of the distortion D0

DFD in (5.3), the triangle inequality is
evaluated. The time for the pre-computation of the norm values is included
in the results. (This is also the case for other techniques which require
pre-computation.)
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NOS: Norm-ordered search. As FS, but the norm-ordered search as de-
scribed in Section 5.1.2 is employed. For each search candidate, (5.3) is
tested in order to exclude candidates based on their rate term as well.

POS+SSR: Probability-ordered search including search space reduction.
This scheme incorporates the POS approach. On top of that, search posi-
tions are excluded that possess distortion values that are identical with the
distortion values of other positions with a smaller number of bits for the
corresponding motion vector.

NOS+SSR: Norm-ordered search including search space reduction. Sim-
ilarly operated as POS+SSR, only that the probability-ordered search is
replaced by the norm-ordered search.
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Figure 5.1. Average computation time in seconds per frame for various search strategies.

To quantify the reduction in average computation time, a factor � is used
that describes the ratio between the average computation time of the FS method
and the considered approach. More precisely, � is defined as

� =
T (FS)
T (P)

(5.11)
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with T (FS) being the average computation time for the method FS for each
sequence and value of M . The computation times T (FS) for the FS methods
will serve as the anchor for all computation time measurements in this chapter.
The value T (P) corresponds to the average computation time that is measured
for the proposed method “P”.

The largest gain is obtained for the POS and NOS approaches compared to
FS. This is because of the use of the triangle inequality test in (5.3). Considering
the POS method for the TMN-10 coder, the largest � value of 5.6 is achieved
for the sequence Silent Voice with T (FS) = 1:30 seconds and T (POS) = 0:23
seconds. The smallest � value of 3.5 is measured for the sequence Mobile
& Calendar with T (FS) = 1:36 seconds and T (POS) = 0:39 seconds. The
results for the NOS method are very similar to those for the POS method for
the TMN-10 coder.

When employing M = 10 reference pictures, � is increased and its value is
between 4.5 and 6.7. For M = 50 reference pictures, � is between 6.1 and 9.0.
The search order, i.e., POS or NOS, has a relatively small impact on resulting
average computation time for small values of M or for sequences with a static
background like Container Ship and Silent Voice as depicted in the lower two
plots of Fig. 5.1. Another important observation is that the relative gains are
larger as the number of reference frames increase. For the FS case, the average
computation time is roughly constant for the various sequences and proportional
to the number of reference frames.

A significant reduction in average computation time can be achieved for the
NOS method for large M and sequences with global motion, like Foreman and
Mobile & Calendar as shown in the upper two plots of Fig. 5.1. This benefit
for the NOS case over POS also extends to the combination with SSR. While
the reduction of the search space provides only slight benefits for sequences
with global motion, the concept seems to work well for sequences with a static
background as can be seen for Container Ship and Silent Voice. The resulting
values of � are between 4.7 and 11.1 forM = 10 and 6.4 and 15.9 for M = 50.
Please note that the search space reduction as described in Section 5.1.3, does
not affect the average computation time for the TMN-10 coder.

The results of this experiment lead to the conclusion that the use of the
triangle inequality is beneficial when being incorporated either into POS or
NOS, with a slight benefit for the NOS approach. The combination with SSR
provides only small gains for sequences with global motion but significant gains
for sequences with a static background. Hence, the approach that is proposed
here is NOS+SSR which is employed in the next set of experiments.

Figure 5.2 presents the comparison of the average computation time when
stopping at different levels in the hierarchy of triangle inequalities as described
in Section 5.1.1. The time for the pre-computation step is incorporated as well.
The following cases are compared
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Figure 5.2. Average Computation time in seconds per frame vs. number of triangle inequalities.

Level 1: only 1 triangle inequality per 16 � 16 and 8 � 8 block is tested
before computing the SAD. All results for varying triangle inequality levels
are based on the NOS+SSR scheme. Hence, this result is identical with the
NOS+SSR result in Fig. 5.1.

Level 2: in addition to the triangle inequalities that are evaluated for the
level 1 case, also the 4 triangle inequalities using the norms for the 8 � 8
sub-blocks of the 16� 16 block are evaluated. Here, no extra computation
is needed on the pre-computation side, since the 8 � 8 block norms have
been already computed for the level 1 case.

Level 3: in addition to the triangle inequalities that are evaluated for the
level 2 case, also the triangle inequalities for sub-blocks with 4 � 4 pixels
are evaluated for both, 16� 16 and 8� 8 blocks.

Level 4: in addition to the triangle inequalities that are evaluated for the
level 3 case, also the triangle inequalities for sub-blocks with 2 � 2 pixels
are evaluated for both, 16� 16 and 8� 8 blocks.

The additional benefits for using more than one triangle inequality level are
comparably small. Moreover, for the sequence Container Ship, no reduction
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or even an increase in average computation time can be observed. Please note
that the evaluation of triangle inequalities introduces an overhead in computa-
tion time for positions that are not excluded. Since the hierarchy of triangle
inequalities is fixed for all blocks, this overhead can only be compensated if
the evaluation in the hierarchy of triangle inequalities often yields an early ter-
mination of the distortion computation. Moreover, the pre-computation of the
norm values requires computation time as well. This indicates why almost no
reduction in computation time is measured for the sequence Container Ship.
But, for the other sequences significant reductions in average computation time
are obtained. For the TMN-10 coder, the factor of average computation time re-
duction against FS,� is between 4.1 and 6.8. For long-term memory MCP, with
M = 10 reference frames, the � values are measured between 5.6 and 14.6,
for M = 50 reference frames, the � values are measured between 7.6 and 19.5.
Again, the � values increase as the number of reference frames increases. Thus,
the case of 4 levels of triangle inequalities is employed in the next experiments.

5.3.2 RESULTS FOR LOSSY METHODS
The reductions in average computation time for the lossless methods are sig-
nificant, but might not be sufficient in some applications. In this section, lossy
methods are investigated in order to further reduce computation time while ac-
cepting small losses in rate-distortion performance. To quantify the losses in
rate-distortion performance, the bit-rate that is needed to represent the video
signal at an average PSNR of 34 dB is measured for the proposed method.
Then, the relative bit-rate in % is computed against the bit-rate that the (loss-
less) TMN-10 coder transmits to represent the video sequence at 34 dB. Positive
values for the relative bit-rate correspond to bit-rate savings against TMN-10
in %, while negative values indicate an increase of the bit-rate.

First, it is investigated whether the removal of blocks that are “too similar,”
can provide an efficient trade-off between complexity and rate-distortion perfor-
mance. Figure 5.3 shows the result for the four test sequences. For the results in
Fig. 5.3, the approach as described in Section 5.2.1 is employed when varying
the parameter �. The case � = 0 is identical with the lossless approach in
Fig. 5.2 with 4 triangle inequality levels. For the other cases where � is varied
over the values 25; 100, and 400, those search positions are removed when their
corresponding measure in (5.8) falls below �.

For the sequences with a static background, Container Ship and Silent Voice,
the variation of � provides very substantial reductions in average computation
time for the long-term memory MCP coder which is indicated by M = 10
and M = 50 in Fig. 5.3. Considering the case of � = 25, � values between
5.8 and 27 are measured for M = 10 reference frames, while for M = 50
reference frames, � values between 7.9 and 53 are measured. These increases of
� values are achieved by accepting small losses in rate-distortion performance.
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Figure 5.3. Average computation time in seconds per frame vs. threshold � to reduce the
search range for a varying number of reference frames M = 1; 10; 50. The numbers in each
picture indicate the bit-rate savings in % against the TMN-10 coder for the corresponding values
of � and M .

For example, let us consider the sequence Silent Voice for the case of long-
term memory MCP with M = 50 reference frames. When comparing the case
� = 0 with � = 25, the computation time can be reduced from 3.2 seconds per
frame to 1.4 seconds per frame, while the bit-rate savings against TMN-10 are
reduced from 23.5 % to 22.2 %. Further reductions in average computation time
for the cases � = 100 and � = 400 are paid by larger losses in rate-distortion
performance. The reductions in average computation time for the sequences
with global motion (Foreman and Mobile & Calendar) are smaller than for the
sequences with a static background. But for all sequences tested here, a value
of � = 25 appears to be a good trade-off and will be employed in the next
experiment.

Another option to reduce average computation time is to avoid the evaluation
of blocks that are “too different,” as described in Section 5.2.1. The results for
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Figure 5.4. Average computation time in seconds per frame vs. 
 for early search termination
for a varying number of reference frames M = 1; 10; 50. The numbers in each picture indicate
the bit-rate savings in % against the TMN-10 coder for the corresponding values of M and 
.

the four test sequences are shown in Fig. 5.4. For that, the parameter 
 in (5.9)
is varied over the values 1; 2; 3; and 4. The case 
 = 1 is identical with the
case � = 25 in Fig. 5.3. The results for the other values of 
 in Fig. 5.4 only
differ from the case 
 = 1 in more positions being excluded using (5.9). The
relative reductions in average computation time are similar for all sequences.
Considering the case of 
 = 2, the values of � are between 4.9 and 7.6 for
M = 1 reference picture, between 6.8 and 33 for M = 10, and between
9.4 and 67 for M = 50 reference frames. The increase of the � value results
in reduced rate-distortion performance. For example, when comparing 
 = 1
with 
 = 2 for the sequence Silent Voice, the average computation when using
M = 50 reference pictures reduces from 1.4 to 1.1 seconds per frame. The
bit-rate savings against TMN-10 are reduced from 23.5 to 22.1 %. Increasing 

provides further reductions in average computation time since fewer candidates
are evaluated in the search space. But also the rate-distortion performance
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degrades. Thus, the choice of 
 = 2 will be employed in the last experiment
of this chapter.
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Figure 5.5. Average computation time in seconds per frame vs. � for reduced resolution dis-
tortion computation for a varying number of reference frames M = 1; 10; 50. The numbers in
each picture indicate the bit-rate savings against the TMN-10 coder for the corresponding values
of M and �.

Finally, the achieved reduction in average computation time is measured,
when sub-sampling the block for which distortion is computed. As described
in Section 5.2.2, this approach is incorporated by stopping the distortion eval-
uation at a certain level in the hierarchy of triangle inequalities. The results in
Fig. 5.5 are obtained by varying the threshold� over the values 0; 100; 400; 900;
and 1600 when applying the inequality (5.10) to decide whether to compute dis-
tortion on the pixel or 2�2 triangle inequality level. The case� = 0 is identical
to the case 
 = 2 in Fig. 5.4. Considering the case of � = 100, a further in-
crease of � can be achieved. The resulting values of � are between 4.6 and 9.3
for M = 1 reference frame, between 6.7 and 46 for M = 10, and between
10 and 77 for M = 50 reference frames. The increase in � again results in
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reduced rate-distortion performance. For example, when comparing the results
for the sequence Silent Voice for � = 1 and � = 100, the average computation
when using M = 50 reference pictures reduces from 1.1 to 1.0 seconds per
frame. The bit-rate savings against TMN-10 are reduced from 23.5 to 21.2 %.

5.4 DISCUSSION AND OUTLOOK

The experiments for the proposed approaches to computation time reduction
show that the proposed methods provide significant speed-ups. But those reduc-
tions are dependent on the sequence. For the sequences Container Ship or Silent
Voice, the reductions in average computation time are large. On the other hand,
for the sequence Mobile & Calendar, the presented concepts do not provide
such drastic reductions in average computation time. This varying behavior
may be caused by the choice of the parameters for the various approaches, es-
pecially for the results of the lossy methods. Thus, further improvements could
be achieved, if the parameter choices are adapted to the various sequences.

The techniques presented, provide especially large reductions in average
computation time for increasing memory sizes. Among the presented ap-
proaches, the reduction of the search space via the exclusion of identical or
similar blocks based on frame differences is especially successful for sequences
with static background. Note that also other methods could be used to identify
identical or similar blocks in the search space, such as following the trajec-
tory of integer-pixel motion vectors similar to the Error Tracking approach in
[FSG96, SFG97, GF99, FGV98]. However, these methods might become quite
complex and the number of removed positions might become too small com-
pared to the additional overhead. Moreover, the rate to indicate such a shifted
position might be smaller in the older frame, when the corresponding match is
found for an adjacent block. Thus, since a Lagrangian cost function is mini-
mized it is not always the case that the position in the older frame corresponds
to higher costs.

Another issue is the potential reduction of bit-rate due to the exclusion of
search positions. This is possible because shorter code words can be used to
indicate the remaining positions. This idea might become important for steady
background, which usually shows only small gains in prediction performance
and with that justifies only a small bit-rate overhead. But this idea incurs
an error resilience problem, since the decoder has to decide which pixels to
exclude simultaneously. Thus, if a transmission error occurs, this decision
at the decoder might be different from the encoder and therefore the picture
reference parameters get out of synchronization.
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5.5 CHAPTER SUMMARY
In this chapter, it has been demonstrated that the computation requirements for
multi-frame motion estimation can be reduced by more than an order of mag-
nitude, while maintaining all or most of the improvements in coding efficiency.
The multi-frame scenario considered is long-term memory MCP employing a
sufficiently large number of reference frames (M � 10). When a picture is
decoded and included into the set of M reference pictures, the fact is exploited
that M � 1 of the pictures and the associated pre-computed data remain un-
changed in the multi-frame buffer. Another important fact that is exploited
is that many blocks in the multi-frame buffer are quite similar and can thus
be excluded from the search space. These aspects distinguish the fast search
methods for multi-frame MCP from most single-frame approaches and provide
the large reductions in average computation time.

To illustrate the impact of the various techniques, experiments are conducted,
which are evaluated using a speed-up factor � that specifies the ratio between
the average computation time of the anchor search technique and a proposed
method. Without incurring any loss in rate-distortion performance, a value
of � between 4.1 and 6.8 for the TMN-10 coder can be achieved. For long-
term memory MCP, � is measured between 5.6 and 14.6 for M = 10 and for
M = 50 reference frames and � value between 7.6 and 19.5 can be achieved.
Larger gains can be achieved when accepting small losses in rate-distortion
performance. These losses against the lossless anchor method are quantified by
the corresponding bit-rate reduction at a reconstruction level of 34 dB in PSNR.
When accepting small losses in rate-distortion performance for the long-term
memory MCP coder, � values up to 46 can be achieved for M = 10 reference
frames, and for M = 50 frames a speed-up by a factor of 77 is reported.
Hence, the methods that are presented in this chapter show, that the problem
of increased computational complexity for multi-frame motion estimation is
practically tractable.
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Chapter 6

ERROR RESILIENT VIDEO TRANSMISSION

Multi-frame MCP improves the rate-distortion efficiency of video codecs in the
case of error-free transmission of the bit-stream. In this chapter, the efficiency
of long-term memory MCP for a transmission scenario where the bit-stream
may be received in error is investigated. The most important applications today
including wireless packet networks show burst errors. The complete removal
of such burst errors using channel coding techniques is very costly in terms of
overhead bit-rate when assuming a limited end-to-end delay. Hence, source
coding techniques are employed to improve error resilience while allowing
some transmission errors to occur.

A video signal that is compressed using a hybrid video coder is extremely
vulnerable to transmission errors. When the bit-stream is received in error,
the decoder cannot or should not reconstruct the affected parts of the current
frame. Rather a concealment is invoked. But motion compensation in com-
bination with concealed image content leads to inter-frame error propagation
which causes that the reference frames at encoder and decoder differ. In this
scenario random reconstruction results are produced at the decoder side which
depend on the statistics of the transmission errors that cause a concealment and
the motion compensation that determines the inter-frame error propagation.
The reconstruction quality at the decoder is determined by the source coding
distortion, which quantifies the error between the original signal and the recon-
structed signal at the encoder, and the expected transmission error distortion,
which quantifies the error between the reconstructed signals at encoder and
decoder.

The task of the coder control is to determine the coding parameters so as to
optimize the rate-distortion performance at the decoder. For long-term mem-
ory MCP, inter-frame error propagation has to be considered in the multi-frame
buffer which is affected by the choice of the picture reference parameter. There-
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fore, the novel coder control in this chapter incorporates the estimate of the
expected transmission error distortion into the Lagrangian cost functions for
the selection of the motion vectors including the picture reference parameter
and the macroblock modes. Experimental results with a Rayleigh fading chan-
nel show that long-term memory MCP significantly outperforms single-frame
MCP in the presence of channel errors.

This chapter is organized as follows. In Section 6.1, the extensions of the
video decoder for error resilient transmission are described. The proposed coder
control is explained in Section 6.2. First, the effect of inter-frame error propa-
gation is illustrated. Second, the estimation of the expected transmission error
distortion is presented. Finally, the incorporation of the expected transmission
error distortion into Lagrangian coder control is described. Section 6.3 presents
experimental results that evaluate the new approach for transmission scenarios
without and with feedback.

6.1 ERROR RESILIENT EXTENSIONS OF THE
DECODER

The video decoder and syntax employed in this chapter are similar to the long-
term memory codec in Chapter 3. On top of that, the decoder is extended to cope
with transmission errors because the channel coder is not expected to correct
all errors.

The multiplexed video bit-stream consists of variable length code words.
Hence, a single bit error may cause a loss of synchronization and a series of
erroneous code words at the decoder. The common solution to this problem
is to insert unique synchronization code words into the bit-stream in regular
intervals, usually followed by a block of “header” bits. The H.263 standard
supports optional GOB-headers as re-synchronization points which are also
used throughout this chapter. A GOB in QCIF format usually consists of 11
macroblocks that are arranged in one row. Because all information within a
correctly decoded GOB can be used independently from previous information
in the same frame, the GOB is often used as the basic unit for decoding. Hence,
if a transmission error is detected, the GOB is discarded entirely.

The severeness of the error caused by discarded GOBs can be reduced if
error concealment techniques are employed to hide visible distortion as much
as possible. In the simulation environment of this work, the simple and most
common approach called previous frame concealment is employed, i.e., the
corrupted image content is replaced by corresponding pixels from the previous
frame. This is conducted by setting the macroblocks in the discarded GOB to
the Skipmode. The concealment scheme can be applied simultaneously at de-
coder and encoder yielding the same result at both ends. This simple approach
yields good concealment results for sequences with little motion [Che95]. How-
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ever, severe distortions may be introduced for image regions containing a large
amount of motion.

6.2 ERROR-RESILIENT CODER CONTROL

Given the decoder and the error resilient extensions as described in the previous
section, the task of the coder control is to determine the coding parameters that
generate a bit-stream which optimizes reconstruction quality at the decoder. In
this work, the quality at the decoder for single-frame and long-term memory
MCP is compared for a fixed overall transmission rate. Ideally, all transmis-
sion parameters including source coding, channel coding, and packetization
should be controlled to provide a meaningful comparison for a given channel.
The latter, packetization, is considered to have a similar effect on both meth-
ods, single-frame and long-term memory MCP, and is therefore fixed for the
comparisons. However, channel coding and source coding must be considered
jointly since the parameter choices for both mutually affect each other and fix-
ing one of them might bias the comparison between single-frame and long-term
memory MCP.

Channel coding, which is realized in this work by forward error correction
(FEC) techniques, directly affects the number of transmission errors and with
that the concealment energy. An increasing number of bits to correct channel
errors reduces the likelihood of concealed image content but decreases the
bit-rate for the video source coder. The parameters of the video coder affect
the source coding distortion and the amount of inter-frame error propagation.
Hence, the problem of bit-allocation for the transmission system should ideally
be controlled by this trade-off, which is addressed in this work by a constrained
optimization approach. For that, the number of bits for FEC and with that the bit-
rate for the source coder is constrained over the entire sequence. The number of
bits for FEC determines the likelihood of transmission errors and together with
the motion in the scene affects the average concealment energy. The average
concealment energy is therefore assumed to be fixed for the entire sequence as
well. What remains is to control the trade-off between source coding distortion
and inter-frame error propagation. These two quantities are affected by the
choice of the motion vectors including the picture reference parameter and
the macroblock modes. The optimal transmission result is finally obtained by
picking the number of bits for FEC which correspond to the highest average
decoder PSNR.

The remainder of this section discusses the control of the trade-off between
source coding distortion and inter-frame error propagation. In Section 6.2.1,
the effect of inter-frame error propagation is illustrated. Then, in Section 6.2.2,
the approach to the estimation of the expected transmission error distortion is
presented. The trade-off between source coding distortion and inter-frame error
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propagation is achieved by incorporating the estimate of expected transmission
error distortion into the Lagrangian coder control as presented in Section 6.2.3.

6.2.1 INTER-FRAME ERROR PROPAGATION
When a transmission error occurs, the corresponding GOBs are lost and con-
cealed using previous frame concealment as described above. Hence, the recon-
structed frames at encoder and decoder differ. Referencing this image content
for MCP leads to inter-frame error propagation. In the following, it is assumed
that the nine GOBs of each QCIF picture are transmitted in one packet and each
packet is lost with probability p or correctly received with probability q = 1�p.
Although the transmission scenario in the experiments that are described later
does not employ such a packetization scheme, the assumption that one picture
is transmitted in one packet greatly simplifies the analysis here. Moreover, the
approximation of the expected transmission error distortion as presented in the
next section relies on this assumption.
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Figure 6.1. Binary tree of possible error events. Each node of the tree corresponds to a decoded
version of a video frame. The nodes labeled with a circle are those that contain transmission
errors. The shaded circles correspond to the error cases considered.

Figure 6.1 illustrates the combination of possible error events in case of
single-frame MCP, i.e., only the prior decoded frame can be referenced for
motion compensation. Let us assume, that the frame at time instant t that refer-
ences frame t� 1 is currently being coded. The goal is to estimate the average
errors that have accumulated in frame t � 1 to incorporate these measures into
the coder control. For that, frames older than frame t�1 have to be considered
due to inter-frame error propagation. For the sake of simplicity, it is assumed

D R A F T May 23, 2001, 6:22pm D R A F T



Error Resilient Video Transmission 105

that the frame at time instant t � 4 is correctly decoded. In the next frame at
time instant t � 3, reference is made to frame t � 4 using motion compensa-
tion. The image content at time instant t � 3 is either lost and concealed with
probability p or correctly decoded with probability q = 1� p. Hence, the two
nodes at time instant t � 3 correspond to two decoded versions of that video
frame. The decoding of image content in the frame at time instant t � 2 which
references frame t � 3 results in 4 combinations of possible outcomes while
image content in the frame at time instant t � 1 can be decoded in 8 different
ways. It is easy to conclude that any succeeding frame doubles the number of
possibilities of the decoding result. Hence, modeling all these branches of the
event tree would very quickly be intractable since L = 2t combinations would
have to be computed for a frame that is t time instants decoded after the first
frame.

If long-term memory MCP is utilized, the number of branches leaving a
node in the tree of possible error events varies since frames other than just the
prior decoded frame can also be referenced. Moreover, since each macroblock
or block can reference a different picture in the multi-frame buffer, the tree of
possible error events has to be used for each pixel. Pixel resolution is required
since the spatial displacement may cause that the MCP signal covers block
boundaries in the reference picture and those blocks might reference different
pictures. This results in L = 2t combinations per pixel after t time instants.

6.2.2 ESTIMATION OF THE EXPECTED
TRANSMISSION ERROR DISTORTION

The illustrations in the previous section provides the insight that losses of pic-
tures cause a concealment of image content which leads to inter-frame error
propagation. Inter-frame error propagation leads to different decoded pictures
that correspond to the branches of the binary tree in Fig. 6.1. Given the random
decoding results, the task of the coder control is to choose the encoding param-
eters so as to optimize the average rate-distortion performance at the decoder.
Hence, the distortion at the decoder becomes a random variable and we have to
determine a relationship between the expected values of the distortion random
variable and the coder control parameters. Encoding proceeds in two steps,
which are motion estimation and macroblock mode decision. Hence, we first
compute the expected distortion E fDDFDg of the random variable DDFD that
is associated with the MCP error at the decoder to conduct motion estimation.
Second, the expected distortionE fDRECg that corresponds to the reconstruction
error is computed for macroblock mode decision.

Let us assume that at time instant t�mt the decoded picture is �sl [x; y; t�mt]
with probabilitypl . The expected distortionE fDDFD(Si;m)g that is associated
to the MCP error for the block Si when utilizing the motion vectorm including
spatial displacements (mx ;my) and picture reference parametermt is computed
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as

E fDDFD(Si;m)g =
LX
l=1

plD
l
DFD(Si;m) (6.1)

=
LX
l=1

pl
X

(x;y)2Ai

(s[x; y; t]� �sl[x �mx; y �my; t �mt])
2;

withAi being the set of pixels in the block Si. Note that the L distortion terms
Dl

DFD correspond to each different outcome of the decoding at time instant
t �mt and have to be evaluated for each position in the search space. This is
computationally very demanding and the following approximation is proposed.

Let the reference frame in the lth decoding branch be expressed by the cor-
rectly decoded reference frame �s = �s1 plus a remaining error vl

�sl[x; y; t �mt] = �s[x; y; t �mt] + vl[x; y; t �mt]: (6.2)

The distortion term Dl
DFD is approximated by

Dl
DFD(Si;m) =

X
(x;y)2Ai

(s[x; y; t]� �sl[x �mx; y �my; t �mt])
2 (6.3)

=
X

(x;y)2Ai

(s[x; y; t]��s[x�mx; y�my; t�mt]�vl[x�mx; y�my; t�mt])
2

�
X

(x;y)2Ai

(s[x; y; t]��s[x�mx; y�my; t�mt])
2+v2l [x�mx; y�my; t�mt];

where the cross termsX
(x;y)2Ai

s[x; y; t] � vl[x �mx; y �my; t �mt] � 0 and (6.4)

X
(x;y)2Ai

�s[x �mx; y �my; t �mt] � vl[x �mx; y �my; t �mt] � 0

are neglected since s and �s are assumed to be uncorrelated from vl and vl is
assumed to have a zero mean value. The expected distortion that is associated
to the MCP error is approximated by

E fDDFD(Si;m)g �
X

(x;y)2Ai

(s[x; y; t]� �s[x �mx; y �my; t �mt])
2

+
LX
l=2

pl
X

(x;y)2Ai

v2l [x �mx; y �my; t �mt] (6.5)

with
LX
l=1

pl = 1: (6.6)
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Note that the first term on the right-hand side in (6.5) corresponds to the dis-
tortion term computed for motion estimation in error-free transmission (DDFD).
The second term on the right-hand side in (6.5) represents the estimate of the
expected transmission error distortion.

In the following, expressions for the approximation of the expected distortion
at the decoder for the macroblock modes Intra, Inter, Inter+4V, and
Skip are derived. For the Intra macroblock mode, the associated distortion
values at coder and decoder are identical since no MCP is conducted. For the
Inter macroblock mode, the expected distortion E fDRECg that corresponds
to the reconstruction error can be derived similar to distortion E fDDFDg. Given
the motion vector mi that has been chosen in the preceding motion estimation
step for the block Si, the average distortion E fDREC(Si; InterjQ;mi)g is
given as

E fDREC(Si; InterjQ;mi)g =
LX
l=1

plD
l
REC(Si; InterjQ;mi); (6.7)

with

Dl
REC(Si; InterjQ;mi) = (6.8)X
(x;y)2Ai

(s[x; y; t] � �sl[x �mix; y �miy; t �mit]� �u[x; y; t])2:

The signal �u corresponds to the coded MCP error signal when utilizing the
DCT quantizer value Q. With (6.2) and (6.6), the expected distortion that is
associated to the reconstruction error is approximated by

E fDREC(Si; InterjQ;mi)g � (6.9)X
(x;y)2Ai

(s[x; y; t] � �s[x �mix; y �miy; t �mit]� �u[x; y; t])2

+
LX
l=2

pl
X

(x;y)2Ai

v2l [x �mix; y �miy; t �mit]; (6.10)

where in addition to the cross terms in (6.4) the cross termX
(x;y)2Ai

�u[x; y; t] � vl[x �mix; y �miy; t �mit] � 0 (6.11)

is neglected as well with the assumption that �u and vl are uncorrelated and
both having a zero mean value. The first term on the right-hand side in (6.10)
corresponds to the distortion term that is computed for the Inter macroblock
mode in error-free transmission (DREC). The second term on the right-hand
side in (6.10) is the expected transmission error distortion and identical to the

D R A F T May 23, 2001, 6:22pm D R A F T



108 MULTI-FRAME MOTION-COMPENSATED PREDICTION

second term on the right-hand side in (6.5). Employing similar arguments, the
expected distortions at the decoder for the Inter+4V and Skip macroblock
modes can be derived.

With the assumptions in (6.4) and (6.11), the expressions for the expected
distortion for motion estimation and macroblock mode decision are greatly
simplified, since the current original video signal s is decoupled from the com-
putation of the estimate for the expected transmission error distortion. Never-
theless, the computational burden is still very high because of the large number
of combinations involved to obtain the value for the estimate of the expected
transmission error distortion. Hence, the number of possibilities of different
decoded reference pictures is restricted to two cases:

1. The referenced image content is in error and concealed, (branch l = 2 in
Fig. 6.1).

2. The referenced image content has been correctly decoded but references
concealed image content (branch l = 3 in Fig. 6.1).

In Fig. 6.1, each node of the tree corresponds to a decoded version of a video
frame. The nodes labeled with a circle are those that contain transmission
errors. The approximation incorporates only those cases with shaded circles.
This approximation is justified by assuming p to be very small and two error
events in a row to be very unlikely. Other decoded versions are neglected
assuming that if an error has occurred several time instants in the past, it has then
several times been motion-compensated and therefore filtered and somewhat
reduced. Nevertheless, these assumptions may not hold for some cases. Hence,
possible shortcomings of this approximation are analyzed in the next section
using experimental results when comparing to a more accurate estimate for the
expected transmission error distortion.

In practice, the computation of the expected transmission error distortion is
conducted via re-decoding each transmitted picture by employing the corre-
sponding concealed reference frames. The decoding has to be done for each
of the considered nodes, i.e., twice per frame. The big advantage of this ap-
proach is that it includes effects like overlapped block motion compensation
and de-blocking filters. Moreover, it can be used similarly for single-frame
and long-term memory MCP. Finally, each of the two results of the decoding
(�s2 and �s3) is subtracted from the correctly decoded signal �s. The resulting
difference signals (v2 and v2) are combined as follows

DERR(Si;m) =
3X
l=2

X
(x;y)2Ai

v2l [x �mx; y �my; t �mt]; (6.12)

to arrive at the approximate error modeling term for consideration of the trans-
mission errors. The values of DERR can be efficiently pre-computed utilizing
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an algorithm similar to the one proposed in [LS95]. In (6.12) the probabil-
ity weight is left out because the two considered events are equally likely in
the error event tree. The weighting is addressed in the next section when the
transmission error modeling term is incorporated into the Lagrangian coder
control.

In this work, cases without and with feedback are considered. If no feedback
is available, the error modeling term in (6.12) is computed only once and then
attached to each reference frame for incorporation into the Lagrangian cost
functions for the encoding of later frames. In case feedback messages are sent
from the decoder to the encoder, the error modeling term in (6.12) is updated
accordingly. Note that in this work feedback is provided about correct as well
as concealed GOBs (ACK+NACK). Moreover, it is assumed that feedback
messages are transmitted without error and that the exact concealment method
is known to encoder and decoder. This assumption is justified by considering
the relatively small bit-rate of the feedback messages which permits a relatively
large amount of channel coding.

If at time instant t a feedback message is received at the encoder about a frame
that was transmitted at time instant t��t, the encoder exactly duplicates the
frame t��t from the decoder using the specified concealment if needed. Then,
the depending frames, i.e., frames that were transmitted later than frame t��t
are decoded again. Note that this decoding is only necessary for macroblocks
either referencing concealed image content in frame t ��t or image content
that is in error because of inter-frame error propagation due to concealed image
content in frame t � �t. A similar idea has been exploited in [GL94]. The
error modeling is updated in that, DERR is set to 0 in the frame at time instant
t��t and an update of DERR is made for all depending frames.

6.2.3 INCORPORATION INTO LAGRANGIAN CODER
CONTROL

The error modeling term is incorporated into motion estimation and macroblock
mode decision as follows. The Lagrangian cost term of the minimization routine
to determine the motion vector mi for the block Si in (2.8) is modified in that
the weighted transmission error modeling term is incorporated

mi = argmin
m2M

fDDFD(Si;m) + �DERR(Si;m) + �MOTIONRMOTION(Si;m)g ;
(6.13)

where the SSD distortion measure is used for the computation of DDFD and
M contains the set of search positions. The weighting factor � is used as a
free parameter in the simulation discussed below and is necessary because it
provides a means to adapt the weight of DERR to the actual concealment energy
which is given by the channel conditions and the number of bits for FEC. Note
that in contrast to (6.5), no error probability is included in (6.12). Hence, � is
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used to scale DERR according to the effective loss probability. For a practical
system it would be necessary to set � correctly during encoding. Because in this
work mainly performance bounds are investigated, the term � is used as a free
parameter and its value is chosen so as to obtain optimal overall performance (as
given in maximum decoder PSNR when fixing transmission bit-rate). Also note
that � actually could be adapted on a frame or macroblock basis for improved
performance. For simplicity, however, a fixed value of � is used for a given
sequence and channel.

To conduct the macroblock mode decision, the Lagrangian costs for the
modes Inter, Inter+4V and Skip in (2.7) are modified to

JMODE(Sk; IkjQ;�MODE) = (6.14)

DREC(Sk; IkjQ) + �DERR(Sk;m) + �MODE � RREC(Sk; IkjQ);

while the Lagrangian costs for Intramode remain unchanged as in (2.7). Note
that Intra coding terminates branches of the binary tree in Fig. 6.1, since in
the case of correctly decoded image content, inter-frame error propagation is
stopped. Therefore, one impact of the error modeling term when incorporated
into the macroblock mode decision of the H.263 and long-term memory MCP
codecs is that the number of macroblocks coded in Intra should be increased.

The frame selection is also affected for the long-term memory MCP codec,
since the error modeling term is incorporated into the Lagrangian cost function
for motion estimation, which has a strong impact on the statistics of the frame
selection in the case of feedback for a frame that is older than the prior coded
frame. Let us assume that a feedback message is received at time instant t
for a frame that was transmitted at time instant t � �t which is older than
the prior decoded picture. As described above, the encoder can duplicate the
exact reconstruction of the frame t��t at the decoder and the estimate for the
transmission error in (6.12) is set to DERR = 0. Thereby, the reference frame
corresponding to time instant t��t is typically referenced more frequently than
the prior decoded frame (for which no feedback information is available and the
error modeling term is typically DERR � 0). But, the variable length code that
is used to transmit the picture reference parameter is designed for transmission
scenarios without channel errors, where the frequency of selecting a reference
picture is inversely proportional to the time interval between the current and
the reference picture. In order to transmit the picture reference parameters
for this case with the smallest possible average bit-rate, the picture reference
parameters are sorted in descending order of their frequency. The result of the
sorting is then transmitted to the decoder and multi-frame motion compensation
is conducted by utilizing the Index Mapping memory control.
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6.3 EXPERIMENTS
Before presenting results for the proposed framework, the transmission system
including the error control channel used for the experiments is described. The
description follows the basic block diagram of a video transmission system as
illustrated in Fig. 6.2.
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Figure 6.2. Basic components of a video transmission system.

For the channel model, modulation scheme, and channel codec, standard
components are used rather than advanced techniques that reflect the current
state of research. This is justified by our focus on video coding and by the
fact that the selected standard components are well suited to illustrate the basic
problems and trade-offs. Therefore, the described scenario should be consid-
ered as an example that is used for illustration, rather than a proposal for an
optimized transmission scheme.

6.3.1 CHANNEL MODEL AND MODULATION
The simulations in this chapter are based on bit error sequences that are used
within ITU-T Video Coding Experts Group for the evaluation of current and fu-
ture error resilience techniques in H.263. The sequences are generated assuming
Rayleigh fading with different amounts of channel interference, characterized
by ratios of bit-energy to noise-spectral-energy (Es=N0) in the range of 14 to
30 dB.

The correlation of fading amplitudes is modeled according to the widely
accepted model by Jakes [Jak74]. In this model, the correlation depends sig-
nificantly on the Doppler frequency fD, which is equal to the mobile velocity
divided by the carrier wavelength. For a given carrier frequency, the correlation
increases with decreasing mobile velocity, such that slowly moving terminals
encounter longer burst errors. For more information on this very common
channel model, see [Jak74, Skl97].

The modulation scheme and relevant parameters such as carrier frequency
and modulation interval are roughly related to the ETSI standard DECT. Though
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DECT is originally intended for cordless telephony, it provides a wide range of
services for cordless personal communications which makes it very attractive
for mobile multimedia applications [PGH95, WB95]. Similar to DECT, we
use binary phase shift keying for modulation and a carrier frequency of fc =
1900 MHz. For moderate speeds a typical Doppler frequency is fD = 62 Hz,
which will be used throughout the simulations in the remainder of this chapter.
According to the double slot format of DECT, a total bit-rate ofRt = 80 kbit/s is
assumed to be available for both source and channel coding. For simplicity, no
time division multiple access structure is considered and a modulation symbol
interval of Ts = 1=80 ms is used. The resulting bit error sequences exhibit
severe burst errors that limit the effective use of FEC. Therefore, even at low
channel code rates, residual errors cannot be avoided completely by the channel
codec and have to be processed by the video decoder.

6.3.2 CHANNEL CODING AND ERROR CONTROL

For channel coding a FEC scheme that is based on RS (Reed-Solomon) codes
is employed [Wic95]. For symbols composed of m bits, the encoder for an
RS(N;K) code groups the incoming data stream into blocks of K information
symbols (Km bits) and appends N �K parity symbols to each block. Hence,
the transmitted output block contains N symbols and each block is treated
independently by the channel codec.

The bit-allocation between source and channel coding can be described by
the code rate r, which is defined as r = K=N . For RS codes operating onm-bit
symbols, the maximum block length is Nmax = 2m � 1. By using shortened
RS codes, any smaller value for N can be selected, which provides a great
flexibility in system design. As RS codes operating on 8-bit symbols are very
popular and powerful, a packet size of N = 88 bytes is used with m = 8.

An RS(N;K) decoder can correct any pattern of bit errors with less than
E < (N � K)=2 symbols in error. In other words, for every two additional
parity symbols, an additional symbol error can be corrected. If more than E
symbol errors are contained in a block, the RS decoder fails and indicates an
erroneous block to the video decoder. The probability that a block cannot be
corrected is usually described by the RWER (residual word error rate). In gen-
eral, the RWER decreases with decreasing K and/or with increasing Es=N0.
For simplicity, the occurrence of undetected errors is ignored, whose probabil-
ities are usually very small compared to the RWER. This is also justified by the
fact, that the video decoder itself usually has some error detection capability
due to syntax violations that can be exploited.

For the described channel code, modulation scheme, and channel model,
this relationship is summarized in Fig. 6.3 which illustrates the RWER for the
values of Es=N0 and K that are used in the simulations.
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Figure 6.3. Residual word error rate (RWER) after channel coding for a Rayleigh fading
channel (Doppler frequency fD = 62 Hz) with Binary Phase Shift Keying.

The curves in Fig. 6.3 show that the RWER for a given value of Es=N0

can be reduced by approximately one order of magnitude by varying the code
rate in the illustrated range. Though this reduction is already very helpful for
video transmission, the observed gain in RWER is actually very moderate due
to the bursty nature of the wireless channel and the limited end-to-end delay.
For channels without memory, such as the AWGN channel, the same reduction
in r would provide a significantly higher reduction in RWER. For the AWGN
channel it is possible to achieve very high reliability (RWER < 10�6) with
very little parity-check information and resilience techniques in the video codec
would hardly be necessary [SFLG00]. For the mobile fading channel, however,
the effective use of FEC is limited when restricting the end-to-end delay and
the use of error resilience techniques in the source codec is very important.

By increasing the redundancy of the channel code, the available bit-rate for
the source coder is reduced. Figure 6.4 shows rate distortion plots obtained
from coding experiments with the QCIF sequences Foreman as well as Mother
& Daughter.

Both coders are run with a rate-control enforcing a fixed number of bits
per frame when coding 210 frames of video while skipping 2 out of 3 frames.
The rate-control employed here adjusts the macroblock quantizer value on the
frame-basis so as to hit the target bit-rate. The first 10 frames are excluded from
the rate-distortion measurements to avoid the transition phase at the beginning
of the sequence since long-term memory MCP with M = 10 reference frames
is investigated. The two curves in each of the two plots compare

TMN-10: the test model of the H.263 standard with Annexes D, F, I, J,
and T enabled.
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Figure 6.4. Average PSNR vs. average bit-rate or code rate for the sequences Foreman (left) and
Mother & Daughter (right). The two curves relate to the two codecs compared: (i) TMN-10, the
test model of the H.263 standard with Annexes D, F, I, J, and T enabled; (ii) long-term memory
MCP: the long-term memory prediction coder with 10 frames also utilizing Annexes D, F, I, J,
and T.

LTMP: the long-term memory MCP coder with M = 10 reference frames
also utilizing Annexes D, F, I, J, and T.

The two plots in Fig. 6.4 illustrate various aspects. The PSNR values differ
about 5 dB comparing the lowest bit-rate point to the highest bit-rate for both
sequences and both codecs. Further, the level of the PSNR values is about
5 dB higher for the sequence Mother & Daughter compared to the sequence
Foreman. This is because, the Foreman sequence shows much more motion
and high frequency content than the sequence Mother & Daughter. The two
sequences are chosen as test sequences throughout the chapter because they are
considered as extreme cases in the spectrum of low bit-rate video applications.

Finally, the improved coding performance of long-term memory prediction
is demonstrated. The bit-rate savings obtained by the long-term memory codec
against TMN-10 are 18 % for the sequence Foreman when measuring at equal
PSNR of 34 dB and 12 % for the sequence Mother & Daughter when measuring
at 39 dB.

6.3.3 RESULTS WITHOUT FEEDBACK
The first set of simulation results is presented for the case when there is no
feedback available. For that, the TMN-10 coder is compared with the long-
term memory MCP coder both employing the error modeling approach.

In Fig. 6.5, the average PSNR measured at the encoder (PSNRE) is depicted
versus various code rates for the sequence Foreman. The left-hand side plot
corresponds to TMN-10 while the right-hand side plot shows results from the
long-term memory MCP coder. Both coders are operated under similar condi-
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Figure 6.5. Average encoder PSNR vs. code rate for the sequence Foreman when running the
TMN-10 coder (left) and the long-term memory MCP coder (right). By increasing �, the error
modeling term is amplified resulting in reduced coding performance.

tions as for the results in Fig. 6.4. The various curves correspond to different
values of �, the weight of the transmission error modeling term. The case
� = 0 is the same as for the curves plotted in Fig. 6.4. Comparing to this case,
a significant degradation in terms of coding efficiency can be observed with
increasing values of � for both coders. This performance loss is explained by
the additional cost term in (6.13) and (6.14) resulting in increased amounts of
Intra-coded macroblocks and modified motion vectors and, for the long-term
memory MCP coder, picture reference parameters.
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Figure 6.6. Average decoder PSNR vs. code rate for the sequence Foreman when running the
TMN-10 coder (left) and the long-term memory MCP coder (right).

Figure 6.6 shows the corresponding average PSNR values measured at the
decoder (PSNRD). Each bit-stream is transmitted to the decoder via the error-
prone channel. This experiment is repeated 30 times using shifted versions of
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the bit error sequence that corresponds to the fading channel generated with
noise-spectral-energy Es=N0 = 22 dB under the conditions described above.
Again, the left-hand side plot shows TMN-10 results while the right-hand side
plot depicts results from the long-term memory MCP codec both incorporating
the error modeling term using �. Obviously, the sacrifice at the encoder side
pays off at the decoder side. In other words, the weighting factor � can be used
to trade-off coding efficiency and error resilience.

Although the optimum � generally increases with the code rate and hence
with RWER, there is no direct relationship between � and RWER. To some
extent, this results from the fact that � and RWER describe the loss of proba-
bility of different entities, i.e., macroblocks and words. Further, the described
simplifications for the estimation of the expected transmission error distortion
make it difficult to provide an exact mapping of RWER to �. Nevertheless, such
a mapping is important in practice to operate the codec at the optimal point and
is the subject of future research. On the other hand, code rate and � value can be
traded off against each other over a wide range leading to a plateau of similar
values of decoder PSNR for various selected pairs of code rate and �. This
feature is especially important when there is no feedback available about the
status of a time-varying channel.
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Figure 6.7. Average decoder PSNR vs. Es=N0 for the sequence Foreman when running the
long-term memory MCP coder for a fixed error weighting but various code rates.

The trade-off between code rate and the error modeling term for various
channel conditions is illustrated in Fig. 6.7. Average decoder PSNR is shown
versus various levels of channel interference expressed by Es=N0. The plot is
obtained by running the long-term memory MCP codec with a fixed value of
� = 0:1. The various curves relate to 8 code rates that are equidistantly spaced
in the range 32=88 : : : 1. Obviously, avoiding channel coding entirely is not
advantageous if there are single bit errors as is the case in the simulations. The
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optimum coding redundancy, of course, depends on the quality of the channel.
Nevertheless, the curves corresponding to medium code rates are close to the
maximum of the achievable decoder PSNR values indicating that the choice
of the code rate is not that critical when combined with the error modeling
approach. For example, a code rate of 0.55 provides reasonable performance
for the whole range of Es=N0 as illustrated by the bold curve in Fig. 6.7.
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Figure 6.8. Average decoder PSNR vs. Es=N0 for the sequences Foreman (left) and Mother
& Daughter (right) for the optimal code rate and error model parameter �.

In Fig. 6.8, the best performance in terms of maximum decoder PSNR
achievable is compared when varying over code rate as well as �. For that,
several simulations have been conducted to sample the parameter space. More
precisely, the code rate is varied over 8 values that are equidistantly spaced
in the range 32=88 : : : 1. The error modeling weight � is varied over values
0; 0:01; 0:02; 0:03; 0:04; 0:05; 0:10; 0:20; 0:30; 0:40; 0:50. For each of these 88
pairs of code rate and �, a bit-stream is encoded using the TMN-10 as well
as the long-term memory MCP coder. Each bit-stream is transmitted to the
decoder via the error-prone channel. This experiment is repeated 30 times for
each channel using shifted versions of the bit error sequences that correspond
to Es=N0 values of 14; 18; 22; 26; and 30 dB. The dashed lines show encoder
PSNR that corresponds to the maximum average PSNR measured at the decoder
which is depicted with solid lines. Evaluating decoder PSNR, the long-term
memory MCP coder outperforms the TMN-10 coder for all channel conditions.
For example, the PSNR gain obtained for the sequence Foreman is 1:8 dB at
Es=N0 = 22 dB. Correspondingly, a saving of 4 dB in terms of power efficiency
is obtained.

Finally, the validity of the error modeling term in (6.12) as an approxima-
tion of the expected transmission error distortion is investigated. As mentioned
before, only a subset of the entire error event tree in Fig. 6.1 is considered in
(6.12). Hence, only an approximate error modeling value of the expected trans-
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mission error distortion is used resulting in suboptimal performance. A more
accurate error modeling term for the presented simulation scenario is given by
the average divergence between encoder and decoder for those 30 simulations
for which the performance evaluations are conducted. Note that this ensemble-
based error modeling term provides a too optimistic anchor, since this scenario
can not be realized in practice because those realizations are not known. Never-
theless, within the simulation framework in this chapter, it provides a baseline
for comparison.
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Figure 6.9. Average decoder PSNR vs. Es=N0 for the sequence Foreman when comparing
the results of optimal code rate and � for approximate error modeling to ensemble-based error
modeling.

Figure 6.9 compares the results for the approximate error modeling to the
ensemble-based error modeling. The curves for the approximate error model-
ing are identical to those in Fig. 6.8. In the experiments, the ensemble-based
error modeling is conducted by locally decoding the received bit-streams that
are transmitted over the 30 channel realizations at the encoder. Having the
30 decoding results available at the encoder, the squared difference to the cor-
rectly decoded picture is computed and averaged over all 30 cases. This squared
difference is employed as DERR with � = 1 in the optimization criteria for the
motion estimation (6.13) and mode decision (6.14).

The ensemble-based error modeling provides improved performance in terms
of decoder PSNR. The main focus of this chapter, however, is not the error mod-
eling scheme. Rather, the error resilience characteristics of long-term memory
prediction are investigated in contrast to single-frame prediction. The maximum
gains for the ensemble-based error modeling in comparison to the approximate
error modeling are less than 1 dB for large Es=N0 values indicating the va-
lidity of the approximation. Nevertheless, the impact of the accuracy for the
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transmission error modeling on rate-distortion performance are subject to future
research.

6.3.4 EXPERIMENTAL RESULTS WITH FEEDBACK
In the following set of experiments, a feedback channel is utilized. Such a
feedback channel indicates which parts of the bit-stream were received intact
and/or which parts of the video signal could not be decoded and had to be
concealed. The decoder sends a NACK for an erroneously received GOB and
an ACK for a correctly received GOB. For the simulations, it is assumed that the
feedback channel is error-free. The round trip delay is set to be approximately
250 ms, such that feedback is received 3 frames after their encoding.

In Fig. 6.10, three feedback handling strategies are compared for the sequence
Foreman. The simulation conditions are similar to the previous results in this
chapter. The left hand side plot shows results obtained with the TMN-10 coder
while the right hand side plot shows results from the long-term memory MCP
coder. Note that the feedback handling depends on the video codec used.
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Figure 6.10. Average PSNR vs. Es=N0 for the sequence Foreman running the TMN-10 coder
(left) and the long-term memory MCP coder (right) when feedback is utilized. The various curves
correspond to decoder and encoder PSNR for three different feedback-handling strategies.

For the TMN-10 codec, the three feedback-handling schemes are realized as

ACK mode: MCP is conducted without considering the error modeling
term (� = 0 in (6.13) and (6.14)) by referencing the most recent image for
which feedback is available.

NACK mode: MCP is conducted without considering the error modeling
term (� = 0 in (6.13) and (6.14)) by referencing the most recently de-
coded frame. Only in case of an error indication via feedback, the image is
referenced for which that feedback is received after error concealment.
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Error Modeling: As the NACK mode, but motion estimation and mode
decision are modified by the transmission error modeling term via setting
� > 0 in (6.13) and (6.14). The transmission error modeling term DERR is
updated given the feedback messages. For that, the error event tree always
starts at the frame for which a feedback message is received and error mod-
eling values are updated for the depending frames using the approximate
error modeling approach (see Section 6.2.2).

For the results shown, the parameter space of code rates and � values is
sampled so as to obtain maximum decoder PSNR for the various channel con-
ditions that are given by varying Es=N0 over the values 14; 18; 22; 26; and
30 dB. Evaluating decoder PSNR in the left-hand side plot of Fig. 6.10, the
differences between the three schemes are rather small. At Es=N0 = 30 dB,
the NACK mode and the error modeling work best, while at Es=N0 = 26 dB
the error modeling is slightly better. For lower Es=N0 values, the ACK mode
outperforms the other two schemes.

For the long-term memory MCP codec, the three feedback-handling strate-
gies are implemented as follows.

ACK mode: long-term memory MCP is conducted without considering the
error modeling term (� = 0 in (6.13) and (6.14)) by referencing theM = 10
most decoded recent images for which feedback is available.

NACK mode: long-term memory MCP is conducted without considering
the error modeling term (� = 0 in (6.13) and (6.14)) by referencing the
most recent M = 10 decoded frames regardless whether or not feedback
is available for them. When an error is indicated via feedback from the
decoder, the depending frames are decoded again after error concealment
in the feedback frame.

Error Modeling: As the NACK mode, but motion estimation and mode
decision are modified by the error modeling term via setting � > 0 in (6.13)
and (6.14). In addition to concealing the feedback frame and re-decoding
of the depending frames, also the error modeling term DERR is updated for
those frames. For that, DERR is set to zero for the feedback frame because
its decoded version at the decoder is known at the encoder. Then, the error
event tree starts at the feedback frame and the transmission error estimate
DERR can be updated.

The remaining simulation conditions regarding � and code rates are the same
as for the TMN-10 codec. Here, the differences in terms of decoder PSNR are
more visible distinguishing the three concepts. The error modeling approach
is superior or achieves similar performance comparing it to the ACK or NACK
mode. This is because the ACK or NACK mode in the long-term memory
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MCP codec are special cases of the error modeling approach. The ACK mode
is incorporated via large values of �. For large values of �, reference frames
for which no feedback is available are completely avoided since for reference
frames with feedback, the term DERR in (6.13) and (6.14) is set to 0. Hence,
ACK mode and error modeling perform equally well for ES=N0 = 14 dB. On
the other hand, the NACK mode is incorporated by simply setting � = 0. In
this case, both schemes perform equally well for ES=N0 = 30 dB. Hence, it is
not surprising that in the case when ACK and NACK mode perform similarly
“well” or rather “poorly,” the error modeling approach provides the largest
benefit. This can be seen for the results obtained at Es=N0 = 26 dB.
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Figure 6.11. Average decoder PSNR vs. Es=N0 for the sequences Foreman (left) and Mother
& Daughter (right) for the optimal feedback-handling strategy and without feedback.

Finally, in Fig. 6.11, the gains achievable with the long-term memory MCP
codec over the TMN-10 codec are depicted for the feedback case. The re-
sults for the case without feedback are shown as well in order to illustrate the
error mitigation by feedback. Figure 6.11 depicts these comparisons for the
sequences Foreman (left) and Mother & Daughter (right). The decoder PSNR
curves related to the case without feedback are the same as in Fig. 6.8. For the
feedback case, the optimum performance points in terms of decoder PSNR are
taken from Fig. 6.10 for the Foreman sequence. The points for the sequence
Mother & Daughter are generated in a similar manner.

For the Foreman sequence, the error mitigation by feedback in terms of
average decoder PSNR is between 1.8 dB at Es=N0 = 30 dB and 2:5 dB at
Es=N0 = 14 dB. In the feedback case, the long-term memory MCP coder
provides a PSNR gain of 1.2 dB compared to the TMN-10 coder. This decoder
PSNR gain corresponds to a saving in terms of power efficiency between 3.8 dB
atEs=N0 = 30 dB and 2.5 dB atEs=N0 = 14 dB. The long-term memory MCP
coder without feedback performs close to the TMN-10 coder with feedback for
Es=N0 � 22 dB.
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6.4 DISCUSSION AND OUTLOOK
The error modeling approach in combination with long-term memory MCP
enables an efficient trade-off between rate-distortion performance and error
resilience by adjusting one single parameter. This is illustrated by the results
that are obtained with and without feedback where the scheme consistently
provides improvements in overall transmission performance. But this scheme
might be beneficial also for other scenarios. For example, when considering
a multi-point transmission with three or four terminals and each terminal can
broadcast a feedback about correctly decoded picture content to the remaining
terminals. The ACK and NACK mode would have to make hard decisions
which reference frames to use. In contrast, the error modeling approach can
provide a weighted estimate of the average divergence between the decoded
signal at the transmitter and the receivers and can then use this estimate for
coder control.

The error modeling utilized in this chapter is an approximation of the ex-
pected transmission error distortion. Although results are presented that relate
the proposed scheme to a more accurate error modeling approach, open ques-
tions remain about the required complexity and the parameter specifications.
Note that there has been a proposal for a recursive algorithm to model the
expected divergence between encoder and decoder [ZRR00]. The recursive al-
gorithm in [ZRR00] is accurate and has low computational complexity if there
is no spatial filtering applied in the video codec. However, if there is spatial
filtering as for half-pixel accurate motion compensation [ITU98a], overlapped
block motion compensation (Annex F of H.263) or de-blocking filtering (Annex
J of H.263) the algorithm has to be extended which may result in significantly
increased complexity.

6.5 CHAPTER SUMMARY
In this chapter, long-term memory MCP is proposed for efficient transmission of
coded video over noisy transmission channels. The gains of long-term memory
MCP are investigated for channels that show random burst errors. A novel
approach to coder control is proposed incorporating an estimate of the average
divergence between coder and decoder given the statistics of the random channel
and the inter-frame error propagation. When employing long-term memory
MCP, inter-frame error propagation is considered in the multi-frame buffer
which is controlled by the picture reference parameter. Hence, the estimate
of the average divergence between coder and decoder is incorporated into the
selection of the macroblock modes and the motion vectors including the picture
reference parameter.

Experimental results with a Rayleigh fading channel show that long-term
memory MCP significantly outperforms the single-frame MCP of the H.263-
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based anchor in the presence of error-prone channels for transmission scenarios
with and without feedback. In the latter case a PSNR gain at the decoder ob-
tained for the sequence Foreman is reported to be up to 1:8 dB. The comparisons
are made when fixing the overall bit-rate to 80 kbit/s for both codecs. When a
feedback channel is available, the decoder can inform the encoder about suc-
cessful or unsuccessful transmission events by sending ACKs or NACKs. Upon
receipt of feedback, various strategies are known in literature including Error
Tracking, ACK and NACK mode. The new coder control unifies these con-
cepts and achieves a trade-off between them by adjusting a simple parameter.
Hence, it is not surprising that in the case when ACK and NACK mode per-
form similarly “well” or rather “poorly,” the novel coder control provides the
largest benefit. The PSNR gain by the long-term memory scheme compared to
single-frame prediction is up to 1.2 dB.
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Chapter 7

CONCLUSIONS

The combination of multi-frame MCP with Lagrangian bit-allocation signifi-
cantly improves the rate-distortion performance of hybrid video coding. For
multi-frame prediction, motion compensation is extended from referencing the
prior decoded frame to several frames. For that, the motion vector utilized in
block-based motion compensation is extended by a picture reference parameter.
The picture reference parameter is transmitted as side information, requiring
additional bit-rate. The Lagrangian bit-allocation controls the trade-off be-
tween the bit-rate for the picture reference parameter and the bit-rate for the
MCP residual. Thereby, the additional reference pictures are only utilized if
the overall rate-distortion performance is improved.

The Lagrangian bit-allocation employs rate-constrained motion estimation
and coding mode decision, which are combined into an efficient control scheme
for a video coder as shown for ITU-T Recommendation H.263. Moreover, a
new approach for choosing the coder control parameter is presented and its
efficiency is demonstrated. The Lagrangian bit-allocation that is developed
in this book led to the creation of a new encoder recommendation for ITU-T
Recommendation H.263+ which is called TMN-10. The comparison to TMN-
9, the predecessor of TMN-10, shows that a bit-rate reduction up to 10 % can
be achieved. Moreover, the new test model of H.26L basically follows the
presented approach.

Long-term memory MCP is an efficient method to exploit long-term statis-
tical dependencies in video sequences. For long-term memory MCP, multiple
past decoded pictures are referenced for motion compensation. A statistical
model for the prediction gain provides the insight that the PSNR improve-
ments in dB are roughly proportional to the log-log of the number of reference
frames. The integration of long-term memory MCP into an H.263-based hybrid
video codec shows that significant improvements in rate-distortion efficiency
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can be obtained. For that, the Lagrangian bit-allocation scheme is extended to
long-term memory MCP. When considering 34 dB reproduction quality and
employing 10 reference frames, an average bit-rate reduction of 12 % against
TMN-10 can be observed for the set of test sequences. This represents a large
variety of video content ranging from low-motion sequences with a fixed cam-
era to sequences with a large amount of motion, including a moving camera
position and focal length change. When employing 50 reference frames, the
bit-rate savings against TMN-10 are around 17 %, the minimal bit-rate savings
inside the test set are 13 %, while the maximal bit-rate savings are reported to be
up to 23 %. These bit-rate savings relate to PSNR gains between 0.7 to 1.8 dB.
For some image sequences, very significant bit-rate savings of more than 60 %
can be achieved. Based on the techniques and results presented, the long-term
memory MCP scheme has been accepted as Annex U of ITU-T Recommen-
dation H.263, version 3. The currently ongoing project of the ITU-T Video
Coding Experts Group, H.26L, incorporates long-term memory MCP from the
very beginning as an integral part.

The concept of long-term memory MCP can be taken further by extending
the multi-frame buffer with warped versions of decoded frames. Affine motion
parameters describe the warping. The idea of reference picture warping can
be regarded as an alternative approach to assigning affine motion parameters to
large image segments with the aim of a rate-distortion efficient motion repre-
sentation. For that, the Lagrangian coder control adapts the number of affine
motion parameter sets to the input statistics. Experimental results validate the
effectiveness of the new approach. When warping the prior decoded frame,
average bit-rate savings of 15 % against TMN-10 are reported for the case that
20 additional reference pictures are warped. Within the set of test sequences,
the bit-rate savings vary from 6 to 25 %. For the measurements, reconstruction
PSNR is identical to 34 dB for all cases considered. Further improvements can
be obtained when in addition to warping the prior decoded frame also older
decoded frames are warped. This combination of long-term memory MCP and
reference picture warping provides almost additive rate-distortion gains. When
employing 10 decoded reference frames and 20 warped reference pictures, av-
erage bit-rate savings of 24 % can be obtained. The minimal bit-rate savings
inside the test set are 15 %, while the maximal bit-rate savings are up to 35 %.
These bit-rate savings correspond to gains in PSNR between 0.8 and 3 dB. For
some cases, the combination of affine and long-term memory MCP provides
more than additive gains.

The novel techniques for fast multi-frame motion estimation show that the
computational requirements can be reduced by more than an order of magnitude,
while maintaining all or most of the improvements in coding efficiency. The
main idea investigated is to pre-compute data about the search space that can be
used to either avoid considering certain positions or to reduce the complexity

D R A F T May 23, 2001, 6:22pm D R A F T



Conclusions 127

for evaluating distortion. When a picture is decoded and included into the set
of M reference pictures, the fact can be exploited that M � 1 of the pictures
and the associated pre-computed data remain unchanged in the multi-frame
buffer. Another important fact that is exploited is that many blocks in the multi-
frame buffer are quite similar and can thus be excluded from the search space.
Experimental results show that in comparison to full-search motion estimation,
significant reductions in computation time are achieved, which indicate that the
increased computational complexity for multi-frame motion estimation is not
an obstacle to practical systems.

The efficiency of long-term memory MCP is investigated for channels that
show random burst errors. A novel approach to coder control is proposed in-
corporating an estimate of the average divergence between coder and decoder
given the statistics of the random channel and the inter-frame error propagation.
When employing long-term memory MCP, inter-frame error propagation is con-
sidered in the multi-frame buffer, which is controlled by the picture reference
parameter. Hence, the estimate of the average divergence between coder and
decoder is incorporated into the selection of the macroblock modes and the mo-
tion vectors including the picture reference parameter. The experimental results
with a Rayleigh fading channel show that long-term memory MCP significantly
outperforms the single-frame MCP of the H.263-based anchor in the presence
of error-prone channels for transmission scenarios with and without feedback.
In the latter case a PSNR gain at the decoder obtained for the sequence Foreman
is reported to be up to 1:8 dB. The comparisons are made when fixing the overall
transmission bit-rate to 80 kbit/s for both codecs. When a feedback channel is
available, the decoder can inform the encoder about successful or unsuccessful
transmission events by sending ACKs or NACKs. Various feedback-handling
strategies are known in literature including Error Tracking, ACK and NACK
mode. The new coder control unifies these concepts and achieves a trade-off be-
tween them by adjusting a simple parameter. The PSNR gain by the long-term
memory scheme compared to single-frame prediction is up to 1.2 dB.

The results of this book indicate that multi-frame prediction can significantly
enhance the rate-distortion efficiency of video transmission systems. Whether
the developed approaches should be included into a practical video transmission
system, and if so, which parameter settings should be used, has to be judged
considering the available resources. The results in this book are presented
to give bounds and guidance about the benefits and drawbacks of the new
techniques. With the new flexible syntax, some improvements with multi-
frame MCP over single-frame MCP can be obtained at a very little overhead
in complexity. The costs due to the increase in complexity for the other cases
become increasingly smaller by advances in semiconductor technology. It is to
be hoped that the contributions of this book encourage the multi-frame MCP
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approach to be considered as an integral part in the design of future video
transmission systems.
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Appendix A
Simulation Conditions

A.1 DISTORTION MEASURES
The performance evaluation of video transmission systems and bit allocation
in the video encoder requires an ability to measure distortion. However, the
distortion that a human observer perceives in coded visual content is a very
difficult quantity to measure, as the characteristics of the human visual system
are complex and not well understood. This problem is aggravated in video
coding, because the addition of the temporal domain relative to still-picture
coding further complicates the issue. In practice, simple objective distortion
measures such as SSD or its equivalents known as MSE or PSNR are used in
most actual comparisons. They are defined by

SSD =
X

(x;y)2A

js[x; y; t]� �s[x; y; t]j2 (A.1)

MSE =
1

jAjSSD (A.2)

PSNR = 10 log10
2552

MSE
dB (A.3)

Another distortion measure in common use (since it is often easier to compute)
is the SAD

SAD =
X

(x;y)2A

js[x; y; t]� �s[x; y; t]j (A.4)

where s and �s are the luminance signal of the actual and approximated pictures,
the setA contains the set of pixel locations over which distortion is measured,
and jAj specifies the number of pixels inA. The distortion measures in (A.1)-
(A.4) are used throughout this book.
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In case the received bit-stream contains random errors, expected distortion
measures are utilized to give a measure of system performance. In practice,
this will be realized via transmitting the video signal a sufficient number of
times over the error prone channel and then averaging the PSNR values for the
various trials.

A.2 TEST SEQUENCES
The experiments in this book are conducted using the QCIF test sequences and
conditions in Tab. A.1. The sequences and test conditions are almost identical
to those that are maintained by the ITU-T Video Coding Experts Group. This
set of sequences has been chosen so as to represent a wide variety of statistical
dependencies and different types of motion and texture.

Sequence Abbreviation Number of Frame Global
Name Frames Skip Motion

Foreman fm 400 2 Yes

Mobile & Calendar mc 300 2 Yes

Stefan st 300 2 Yes

Tempete te 260 1 Yes

Container Ship cs 300 2 No

Mother & Daughter md 300 2 No

News nw 300 2 No

Silent Voice si 300 1 No

Table A.1. Test sequences and simulation conditions.

The first four sequences contain a large amount of motion including a moving
camera position and focal length change. The last four sequences are low motion
sequences with a fixed camera. This set was chosen so as to cover a broad range
of possible scenes that might occur in applications such as video conferencing
or video streaming.

In all experiments, bit-streams are generated that are decodable producing
the same PSNR values at encoder and decoder. The first frame of the image
sequence is coded in Intra mode followed by Inter-coded pictures. In
Inter pictures the macroblocks can either be coded predictively using one of
the Intermacroblock modes or as Intra blocks. In the simulations, the first
intra-coded frame is identical for all cases considered.
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Appendix B
Computation of Expected Values
Note:This appendix results from joint work with Joachim Eggers.

Our objective is to compute mean and variance of Y1;2. The random variable
Y1;2 is assigned to a random experiment involving the random variable X2 that
is denoted as

X 2 = (X1;X2)
T : (B.1)

The random experiment consists of a minimization that is conducted by drawing
an 2-tuple X2 = (X1;X2) and choosing the minimum element. This minimum
element is considered as the outcome of another random experiment and the
associated random variable is called Y1;2.

The expected value of Y1;2 can be expressed via conditional expectations

E fY1;2g =
Z 1

�1
E fY1;2jX1g fX1

(x1)dx1: (B.2)

The minimization can be incorporated into the computation of a conditional
expected value E fY1;2jX1g as illustrated in Fig. B.1.

For a given value x1, the conditional expected value E fY1;2jX1g is split into
two cases:

x2 � x1: i.e., the minimization result isx1 . The integral over the shaded part
in Fig. B.1 corresponds to the probability of this outcome of the experiment.

x2 < x1: i.e., the minimization result is x2. The integral over the remaining
(non-shaded) part of the PDF gives the probability of this case.

Hence, the conditional expected value is given as

E fY1;2jX1g =
Z x1

�1
x2fX2jX1

(x1; x2)dx2 + x1

Z 1

x1
fX2jX1

(x1; x2)dx2:(B.3)
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2

xX 2( )

x1x

f

Figure B.1. Conditional expected value.

By plugging (B.3) into (B.2) and some simple manipulations we arrive at

E fY1;2g = E fX1g �
Z 1

�1
g(x1)fX1

(x1)dx1; (B.4)

with

g(x1) =

Z x1

�1
(x1 � x2)fX2jX1

(x1; x2)dx2: (B.5)

The integrals can be solved analytically in case of jointly normal distributions
yielding the mean difference �1;2 via minimization as

�1;2 = E fX1g �E fY1;2g = ��E fY1;2g = �

r
1� �

�
: (B.6)

Employing similar arguments, we obtain an expression for the variance ratio
which reads

�21;2 =
E
n
Y2
1;2

o
�E fY1;2g2

E
�X 2

1

	�E fX1g2
=

E
n
Y2
1;2

o
�E fY1;2g2
�2

= 1� 1� �

�
:

(B.7)
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AWGN channel, 16, 113
Acknowledgement (ACK) message, 18, 109,

119–120, 123, 127
Affine motion

compensation, 19, 74
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and long-term memory pediction, 77
model, 13, 19

orthogonalization, 65
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quantization, 65, 70
Aliasing

-compensated prediction, 11, 19, 45
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Annex R of H.263+, 18
Annex U of H.263++, 38, 55, 59, 126
Annexes D; F; I; J; T of H.263+, 26, 55, 75
B-frames, 15, 58
Background

memory prediction, 12, 14, 19
mosaic, 14
static, 9, 95
uncovered, 11, 43

Bit error sequences, 111
Bit-rate

constraint, 22
saving, 8, 56

Buffer
control - Adpative Buffering, 39
control - Index mapping, 39, 64, 110
control - Sliding Window, 39, 83
control, 38
index, 39
mismatch, 39
rule, 52, 59

Camera
motion, 61, 66
switch, 42

Channel
AWGN, 16, 113
Rayleigh fading, 102, 111, 122, 126
coding, 16
decoder/encoder/model, 2, 111

Chrominance component, 5
Coding

Inter-frame, 4
Intra-frame, 4
block-based, 4, 13
layered, 14
object-based, 13
options, 22
region-based, 13, 66

Computation time
distortion, 84
pre-computation of data, 83, 126
reduction, 91, 126

Concealment, 101
average energy, 103
estimation using trellis, 17
previous frame, 102
simultaineosly at coder and decoder, 109
standardized, 18

Conditional replenishment, 4
Control

affine motion coder, 61
hybrid video coder, 21
long-term memory coder, 58

DECT, 111
Delay

end-to-end, 16, 101, 113
round trip, 18, 119

Discrete cosine transform (DCT), 3, 24
Displaced frame difference (DFD), 27
Distortion

approximate measure, 84
computation - early termination, 84
expected for macroblock modes, 105
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expected measure, 101, 126, 130
logarithmic, 47
measure, 129
prediction, 31
random variable in statistical modeling, 47
random variable in transmission, 105
reduction of computation, 84
source coding, 101

Distortion-rate slope, 25, 29–30
Dynamic programming, 24
Entropy-constrained

scalar quantization, 29
vector quantization (ECVQ), 46, 55

Error
control channel, 2
modeling, 108, 114, 119

approximate, 117
ensemble-based, 117
incorporation into Lagrangian cost function,

109
recursive, 122
weight, 115

propagation, 16, 20
tracking, 17, 98, 127

External indication, 42
Feedback messages, 109, 119, 123
Forward error correction (FEC), 16, 20
Frame difference (FD), 4, 70
Gaussian PDF, 47
Global motion compensation, 15, 20, 61
Group of blocks (GOB), 18, 102
H.263, 7
H.263+, 7
H.263++, 38, 55, 59

Annex U, 38, 55, 59, 126
H.263+

Annex D; F; I; J; T, 26, 55, 75
Annex N, 17
Annex R, 18

H.26L, 21, 59, 125–126
High-resolution image, 12, 53
Hybrid video codec, 1
Image

coding standard (JPEG), 3
high-resolution, 12, 59
segmentation, 6, 13, 61

Independent segment decoding mode, 18
Initialization for affine motion estimation

cluster-based, 67
macroblock-based, 67

Inter coding mode decision, 25
Inter+4V coding mode decision, 25
Inter+Q coding mode decision, 27
Inter-frame

coding, 4
error propagation, 16, 20, 101, 104

Interactive communication, 3, 24, 57

Interpolation (cubic splive and bilinear), 71
Interview scene, 42
Intra

advanced coding, 7
coding mode decision, 25
coding mode, 4, 16
frame coding, 3

Lagrange parameter, 22
adjustment, 34
mode decision, 25
motion estimation, 26
relationship to quantizer, 28
selection, 26

Lagrangian
bit-allocation, 21, 125
cost function - incorporation of error modeling

term, 109
cost function, 22–25, 46, 53, 84
formulation, 23
minimization, 22
mode decision, 25
optimization techniques, 21
simplified cost function, 23

Layered coding, 14, 58
Linear equation

over-determined set, 67, 69
using intesity gradients, 69

Linearization, 69–70
Log-log relationship between prediction gain and

memory, 52, 59, 125
Long-term

memory prediction, 37, 53
memory search range, 53
statistical dependencies, 10, 59

Luminance component, 5
MPEG-1/2/4, 23
Macroblock, 7

coding mode, 7
mode decision, 25

Markov chain analysis, 18
Memory control, 37–38
Motion

accuracy
half-pixel, 7
integer-pixel, 7

bit-rate, 55
compensation, 4, 7

affine, 61
aliasing-compensated, 11
global, 15, 20, 61
sub-pixel accurate, 11, 15

estimation, 5
Lagrangian, 25
computation time, 83
for long-term memory prediction, 53
for warped reference frames, 71
rate-constrained, 26
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model
affine, 13, 19
eight parameter, 13
translational, 61
twelve parameter quadradtic, 13

search
norm-ordered, 86
probability-ordered, 86
space - exclusion of blocks, 87
space - sub-sampling, 87
space, 46

vector, 4
field, 10, 61–62
median prediction, 7

Motion-compensated prediction (see motion
compensation and prediction), 4

Multi-frame
affine motion compensation, 38
buffer (see buffer), 37
motion compensation, 38
motion estimation, 38

Multi-hypothesis prediction, 11, 15, 58
Multi-point transmission, 122
NEWPRED, 17
Negative Acknowledgement (NACK) message, 17,

109, 119–120, 123, 127
Number of

initial affine motion clusters, 73–75
reference frames, 51, 54, 57
transmitted affine motion parameter sets, 74

Orthogonalization of affine motion model, 65
Overlapped block motion compensation, 7, 15
Parameter

DCT quantization for refernce frames, 54
DCT quantization, 25
Lagrange, 22
for transmission, 102
picture reference, 38, 52
product space, 23, 27, 33
selection, 26

Picture
-extrapolating motion vectors, 7
header, 63, 72
high-resolution, 12, 59
reference parameter, 38, 52, 110
segmentation, 6

Prediction
Short-term/long-term frame memory, 12, 45
background memory, 12, 14, 19, 45
gain, 46
long-term memory, 37, 53
loop - leakage, 16
multi-hypothesis, 11, 15, 58

Projection - parallel and perspective, 13
Pseudo-inverse technique, 69
Quantization

affine motion parameters, 65, 70

high-rate approximation, 29
relationship to Lagrange parameter, 28
scalar, 29
vector, 46

Random
decoding result in error prone transmission, 105
lag selection, 18
variable - distortion at decoder, 105
variable - distortion in statistical model, 47

Rate-distortion curve, 8, 56
Reed-Solomon codes, 112
Reference picture

selection mode, 17
warping, 17, 73, 126

Relationship between prediction gain and memory,
52

Repetition in video sequences, 41
Residual word error rate, 112
Scene

capture, 2
change detector, 41
cuts, 11, 41, 59
interview, 59

Segmentation
image, 6
pixel-precise, 6

Short-term/long-term frame memory prediction, 12,
19

Side information, 52, 61
Singular value decomposition, 69
Skip

coding mode decision, 25
coding mode leading to exclusion of blocks from

search space, 87
coding mode, 4

Slope of distortion-rate function, 25
Spatial

-temporal error propagation, 16, 20
displacement - extension, 38
displacement, 4, 37
filtering, 15
intesity gradient computation, 13, 70

Sprites, 14, 58
Statistical model, 46, 59, 125
Surveillance application, 40
Synchronization loss and code words, 102
TML, 21, 59, 125–126
TMN-10, 21, 57, 75, 125

comparison to TMN-9, 35
mode decision, 25
motion estimation, 26

TMN-9, 22, 34
comparison to TMN-10, 35
mode decision, 34
motion estimation, 34

Temporal
dependency, 23
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interleaved sequences, 41
Test model

long-term (TML), 21
near-term (TMN), 21, 25

Trade-off
bit-rate/error-rate/delay, 2
coding efficiency/error resilience, 116
initial affine motion clusters/bit-rate savings,

74–75
lower bound by triangle inequality/complexity,

86

prediction gain/side information, 53
Trellis

-based dependency, 24
concealment estimation, 17

Triangle inequality, 85, 89
hierarchy, 86, 89, 97
multiple, 85
pre-computation - fast method, 85

Uncovered background, 11, 43, 57, 59
Video

capture/encoder/decoder/display, 2
object plane, 58
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