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ABSTRACT 
A novel and highly efficient algorithm of multiplicarion- 
free binary arithmetic coding is proposed. Our proposed 
method relies on simple table lookups for  performing the 
computationally critical operations of interval subdivi- 
sion and probability estimation. Moreover, the underlying 
design principle provides a great flexibility for serving 
the dqfereni needs of all kind of coding applicaiiom 
where binary or binarized data have to be processed. A 
binary ariihmeiic coder of the type described in this pa- 
per has become part of the CABAC entropy coding 
scheme of the emerging H.264IAVC video coding stan- 
dard. Experiments using this binary arithmetic coder in 
ifs native video coding environment demonsirare a supe- 
rior coding efficiency as well as a significnntly higher 
throughput rate in comparison to the M Q  coder, which is 
currenily being considered state-of-the-art in fast binary 
arithmeiic coding. 

1 .  INTRODUCTION 
Arithmetic coding has attracted a growing attention in the 
past years. Recently developed image coding standards 
like IBIG-2, JPEG-LS or lPEG2000 [6], and the emerg- 
ing video standard H.264iAVC [8] all include arithmetic 
coding, at least as an optional feature. As a common re- 
quirement of all these applications, there is the need for a 
fast and efficient (binary) arithmetic coding scheme. Effi- 
cient implementations of arithmetic coding both in hard- 
ware and software, however, are not only required in the 
application domains of image and video coding; general 
bit-based data compression schemes and advanced meth- 
ods of text compression need high throughputs of arithme- 
tic codes as well [3]. 

Binary arithmetic coding is based on the principle of 
recursive interval subdivision that involves the following 
elementary multiplication operation. Suppose that an es- 
timate of the probability pLps of the least probable symbol 
(LPS) is given and that the given coding interval is repre- 
sented by its lower bound (base) L and its width (range) R. 
Based on that settings, the given interval is subdivided 
into two sub-intervals: one interval of width 

RLPS= R X PLPS, ( 1 )  
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which is associated with the LPS. and the dual interval of 
width RMPs= R - RLpa which is assigned to the most 
probable symbol (MFS) related to a probability estimate 
of I - p ~ ~ ~ .  Depending on the observed binary decision, 
either identified as the LPS or the MPS, the corresponding 
sub-interval is then chosen as the new coding interval. A 
binary value pointing into that interval represents the se- 
quence of binary decisions processed so far, while the 
range of that interval corresponds to the product of the 
probabilities of those binary symbols. Thus, to unambigu- 
ously identify the coding interval and hence the coded 
sequence of binary decisions, the Shannon lower bound 
on the entropy of the sequence is asymptotically approxi- 
mated by using the minimum precision of bits specifying 
the lower bound of the final interval. 

In a practical implementation of binary arithmetic cod- 
ing the main bottleneck in terms of throughput is the mul- 
tiplication operation in Eq. (1) required to perform the 
interval subdivision. A significant amount of work has 
been published in literature aimed at speeding up the re- 
quired calculation in (I) by introducing some approxima- 
tions of either the range R or of the probabilitypLps such 
that the multiplication can he avoided [1]-[3]. Among 
these low-complexity binary arithmetic coding methods, 
the Q coder [ I ]  and its derivatives QM and MQ coder [6] 
have been most successfully applied, especially in the 
context of the still image coding standardization groups 
JPEG and JBIG. 

In this paper, we present a new and flexible design of a 
multiplication-free binary arithmetic coder, the so-called 
modulo coder (M coder). Actually, the proposed M coder 
can be associated with a whole family of binary arithmetic 
coders, one of which is representing the coding engine of 
the video standard H.2WAVC [SI. We will show simula- 
tion results demonstrating the superior performance of the 
proposed design in comparison to the state-of-the-art MQ 
coder both in terms of coding efficiency and throughput 
rate. 

2. PROPOSED METHOD 
The basic idea of our multiplication-free approach to bi- 
nary arithmetic coding is to project both the legal range 
[R,,., Rmx) of the interval width R and the range 
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[p,!., 0.51 of probabilities associated with the LPS onto a 
small set of representative values Q= { Qa..., QK.,) and 
P= (p, *..., pN-,), respectively. By doing so, the multipli- 
cation on the right hand side of ( I )  can be approximated 
by using a table of K x N pre-computed product values 
Qk xp, ,  with 0 6 k <  K-l and 0 6 n <N-1. 

For the applicability of our method, the following con- 
ditions are assumed to be fulfilled:' 

A renormalization strategy equivalent to that intro- 
duced in [4] is applied to R such that R is forced to 
stay within the interval [2"2, 2*-') for a given b-bit 
implementation. 
The lower bound of the LPS related probability is 
given by pmln ? 2'"' to prevent undertlow of the 
arithmetic in (1). 
The probability estimator is realized by a Markov 
chain, which allows a table-driven implementation 
of the adaptive probability estimation 151. We fur- 
ther assume that the LPS related probabilities are 
monotonically decreasing with increasing state in- 
dex n, i.e., 0 . 5 = p  o~. . .~pn~. . .> -pN~f=p, lnr  and 
that the state transition rules are given by at most 
two tables TransStateLPS and TransStateMPS 
each having N entries and pointing to the next state 
for a given entry of a state n with 0 5 n 5 N-/ and 
for a observation of a bit identified either as a LPS 
or MPS, respectively. 
The legal range interval [R, , ,  RmJ = [2"2, 2"') 
induced by condition (i) is uniformly quantized 
into K = 2" cells, where 1 5 K S (b-2) and the cells 
are indexed according to their increasing 
reconstruction values Qo <... < Qh e. . .  < QK-,. 

Let TabRangeLPS denote the 2-D table containing the 
K x N product values Qh x p. = TahRongeLPfl n, k 1. 
Then, condition (i) and (iii) imply that it is sufficient to 
supply the elements of TabRangeLPS in (6-2)-bit preci- 
sion resulting in a memory requirement of 2" N (b-2) 
bits for the whole table. 

2.1. Interval subdivision 
Under the conditions (i) - (iv), we assume the current LPS 
related probability estimate pus to be (approximately) 
represented by its corresponding state index n, and the 
current coding interval to be specified by its lower bound 
L and range R. Then, the interval subdivision operation in 
( I )  will be approximated in the proposed M coder by a 
simple table look-up operation 

Rux = TabRangeLPS[ n, k( R ) 1, (2) 
where the (quantization) cell index k can be calculated as 
the combination of a bit shift and a bit masking operation: 

I Some of these conditions can be further relaxed at the expense 
of the clarity of presentation. 

The bit shift operand in (3) is defined by q = b-2-~ and 
the bit masking operation in (3) can be interpreted as a 
modulo operation using the operand K =  2: which moti- 
vates the naming of our proposed coder. 

Firstly, it is important to note that unlike e.g. in the 
MQ coder, there is no need to tabulate the representative 
LfS probability values {p. 10 2 n 6 N-I } in the M coder, 
since each probability value p. is only implicitly ad- 
dressed by its corresponding state index n in the interval 
subdivision of (2) as well as in the probability state transi- 
tion process. Secondly, instead of using the representative 
quantized range values Qo ,...,eK- I explicitly in the M 
coder, the quantized range value of a given value R is only 
addressed by its quantizer index k( R ), as given in Eq. (3). 
Thirdly, for a given probability estimator, the accuracy of 
the approximation in Eq. (2) depends on the granularity of 
the uniform quantization of the range interval 
[R,,,, R-) = [2h2, 2"'), which, in turn, is determined by 
the parameter K with 1 < K < (6-2). In a practical scenario, 
the most reasonable approach for a suitable selection of 
the parameter U is to jointly optimize both the probability 
estimator and the parameter K under some pre-defined 
constraints regarding the memory consumption or/and the 
loss in coding efficiency. 

To simplify matters, we restrict our further analysis to 
a special kind of probability estimator as presented in the 
next section. 

2.2. Probability estimation 
Given the condition (iii), we recursively define the follow- 
ing set of representative LPS probability states 
P= (po.... P N - I ) :  

p, = a . p , _ ,  fora l l i=I , . . . ,  N - l  

The associated transition rules for the LPS probability 
are based on the following relation between a given LPS 
probability pol, and its updated counterpartp.,,: 

( 5 )  
max( a. pold,  pmi. ), if a MPS occurs 

a .  paid + (1 -a),  if a LPS occurs P,, = {  

where the value of a is given as in (4). This kind of esti- 
mator has been proposed in [ 3 ] .  The basic idea behind this 
design is that, on the one hand, for LPS probabilities near 
0.5, there is no need for an accurate estimation, since for 
two closely neighboring states nearly the same code 
length is achieved. On the other hand, if the LPS probabil- 
ity gets close to 0, or equivalently, the MPS probability 
approaches 1, a more accurate representation of the prob- 
abilities is needed to achieve a near-optimal code length 
in the subsequent arithmetic coding process. 
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With regard to a practical implementation of the probabil- 
ity estimator defined by Eqs. (4) and (5), it is important to 
note that all transition rules can be realized by at most two 
tables each having N entries. Thus, this type of estimator 
is fully compliant with condition (iii) above. Actually, for 
this probability estimator it is sufficient to provide a single 
table TrunsStuteLfS, which determines for a given state 
index n the new updated state index TransStazeLPS[n] in 
case a L f S  has been observed. The MfS driven transitions 
can be simply obtained by (saturated) increments of a 
given state index n by the fixed value of I resulting in an 
updated state index min (n+l, N-I). 

2.3. Design considerations 
In designing a probability estimator of the above given 
type, a choice of the scaling factor U and the cardinality N 
of the set of LPS probabilities to be modeled must be 
made. In general, the actual choice should represent a 
good compromise between the desire for fast adaptation 
(a -+ 0; small N), on the one hand, and the need for a 
sufficiently stable and accurate estimate (a + I; larger 
N), on the other hand. Instead of using a as the free pa- 
rameter, it is often more usehl to determine p ~ n  accord- 
ing to some apriori knowledge of the statistical properties 
of the data to process and to adjust a according to the 
chosen pen and N .  For the choice of N, usually additional 
constraints on the size 2“ N (b-2) of the TubRangeLfS 
table are applied. 

Figure I shows the results of an experimental evalua- 
tion of different choices for K = 2“ and N under the con- 
straint of a fixed table size of 256 for TnbRnngeLfS, 
where b = 10 was chosen as the numerical implementation 
precision. The underlying coding experiments were per- 
formed by using the M coder in its native CABAC envi- 
ronment of the H.264/AVC video coder. The dashed line 
in the graph of Fig. 1 illustrates the different possible 
combinations of pairs (K, IV) with constant product 
K N = 256. Only a discrete number of combinations cor- 
responding to the values K =  I .  2 and 3 were actually 
tested and the pre-defined value of pmi,=0.O1875 in 
H.264/AVC was kept fixed. 

For each legal combination (K, N), a coding experi- 
ment was performed by evaluating a test set of 4 se- 
quences in QCIF resolution and 3 sequences in CIF reso- 
lution at different quantization parameters QP. The corre- 
sponding averaged and interpolated bit-rate savings rela- 
tive to the basic configuration of (K, N) (2,32) are de- 
picted by the solid line in Fig. l .  As can he seen from the 
graph, a distinguished maximum averaged bit-rate saving 
of 1.1% has been obtained for the choice of X =  2 and 
N =  64. This choice represents the configuration of the M 
coder as specified in the H.264IAVC standard [SI, where 
the scaling factor related to this choice of N = 64 and 
pmi,=0.01875 is given by a= 0.95. In compan’son to this 
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Figure 1: Averaged bit-rate savings (solid line) far different choices of 
(K, N) with con~tant K N = 256 (dashed line) relative to the basic 
contigumtian af(K, N) = (Z,32) 

configuration of H.264/AVC, smaller gains were observed 
for smaller values of N and larger values of K ,  whereas for 
larger values of N and smaller values of K, gains in the 
range of 0.6-1.0% relative to the basic configuration of 
(K, N) = (2,32) were obtained. Overall, however, the per- 
formance differences between the tested M coder configu- 
rations were rather small. 

2.4. Bypass coding mode 
To speedup encoding (and decoding) of symbols, for 
which R -RL,=RMPs= R/2 is assumed to hold, i.e., for 
symbols that are assumed to be nearly uniformly distrib- 
uted, a complete “bypass” of the probability estimation 
and update process is proposed for the M coder. Accord- 
ing to the assumption, the corresponding interval subdivi- 
sion operation can be simplified in such a way that an 
equipartition ofthe coding interval is achieved without the 
explicit table look-up operation of Eq. (2 ) .  However, in- 
stead of halving the current interval range R, the base L of 
the coding interval i s  doubled before choosing the lower 
or upper sub-interval depending on the value of the sym- 
bol to encode (0 or I ,  respectively). In this way, the cod- 
ing process is further simplified since doubling of L and R 
in the subsequent renormalization is no longer required 
provided that the renormalization in bypass coding mode 
is operated with doubled decision thresholds. 

3. SIMULATION RESULTS 
Two sets of experiments were conducted to evaluate both 
the coding efficiency and the throughput of the M coder in 
comparison to the MQ coder. For that purpose, a fairly 
optimized implementation of the MQ coder as part of the 
UBC Power-JBIG-2 implementation [9] has been inte- 
grated both into the test model of H.264/AVC [SJ, soft- 
ware version JMSOc, and into a real-time software-based 
H.264 decoder implementation. The initialization of the 
CABAC context models has been modified such that the 
initial states corresponding to the CABAC engine have 
been mapped to their corresponding closest states of the 
MQ coder. 
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Figure 2: Averaged bit-rate savings vs. quamilation parameter QP for 
different binary arithmetic coders in H.264iAVC (negative values cor- 
respond to an increase in bit-rate). 

The first set of experiments aimed at evaluating the 
rate-distortion performance of both the original JM5Oc 
including the M coder and the MQ coder adapted version. 
In addition, a conventional binary arithmetic coder using 
the exact arithmetic in (1) to perform the interval subdivi- 
sion [4] as well as an alternative configuration of the M 
coder with (K, N) = (2,47) have been tested for the test 
set consisting of 4 sequences in QClF resolution and 3 
sequences in CIF resolution. The graph in Fig. 1 shows 
the average bit-rate savings for the three different binary 
coders relative to the M coder configuration of the 
H.264/AVC standard. As can be seen from the graph, the 
performance of the standardized M coder and the conven- 
tional arithmetic coder using a scaled-count estimator 
[4].[5] is virtually identical for the tested material. For the 
MQ coder, however, an average increase in hit-rate be- 
tween 2 4 %  has been observed, while the performance of 
the alternative M coder configuration with the same table 
size ofthe MQ coder (2 . 4 7  bytes) results only in approx. 
1% loss in coding efficiency relative to the original M 
coder configuration of H.264lAVC. 

A second set of experiments was performed in order to 
compare the speed of both coding engines in a real-time 
decoder on different platforms. For this purpose, runtime 
measurements were made using an optimized software- 
based H.264 decoder implementation running on a Win- 
dows PC. Three different processor platforms have been 
used for our tests: Pentium 3 (P3) at 550 MHz, Pentium 4 
(P4) at 1.7 GHz, and P4 at 2.8 GHz. As test sequences, 
we used two QClF sequences coded at 32 and 64 kbit/s, 
and three CIF sequences coded at 192, 384, and 768 
kbitis. 

The graph in Fig. 3 shows that on the average a 4.6- 
17.5% increase in runtime of the arithmetic decoding en- 
gine has been observed for the MQ coder variant of the 
real-time decoder implementation compared to the origi- 
nal version including the H.264 M coder. For the P4 proc- 
essor platform, the average MQ coder runtime was in- 
creased substantially by 15-17.5% relative to the total 
runtime of the M coder measured at virtually the same 
total bit-rate. A consistently smaller increase in runtime 

a 

QP3550MHz nP41.7GHz OP42.8GHr 
m 

B ” n u  mluq 

Figure 3: Average increase in runtime in % by using the M Q  coder 
instead af  the M coder in a real-time H.264iAVC decoder (measured far 
the arithmetic decoding engine palt only). 

was measured for the MQ coder on the P3 platform. One 
reason for this behavior might be attributed to the more 
limited cache size of the P3 architecture such that the 
smaller sized lookup table of the MQ coder might be of 
some advantage. 

4. CONCLUSIONS 
A new fast and efficient algorithm of binary arithmetic 
coding was presented, which offers a great flexibility in 
the design to serve the different needs of various applica- 
tions. Information was provided to motivate the specific 
configuration of the proposed coder as a normative part of 
the H.264iAVC video standard. Experimental results have 
shown that our proposed design provides advantages both 
in terms of compression performance and speed, when 
compared to the state-of-the-art MQ coder. 
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