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ABSTRACT

A generalized concept for motion-compensated predic-
tion that covers approaches like sub-pel motion com-
pensation, overlapped block motion compensation and
B-frames is presented. Re
ections on the determina-
tion and encoding of the motion parameters involving
image segmentation, motion models, and motion pa-
rameter prediction are presented. It is suggested that
in hybrid video coding, motion-compensated prediction
has to be viewed as a source coding problem with a �-
delity criterion. Based on our considerations, various
high-order motion compensation approaches are refe-
renced that achieve signi�cantly improved video coding
results. The designed motion-compensated predictors
achieve gains by exploiting high-order redundancies in
the video signal.

1 INTRODUCTION

Motion-compensated prediction (MCP) schemes achieve
data compression by exploiting correlation in video si-
gnals. Often, with such schemes, MCP is combined with
intraframe encoding of the prediction error. Successful
applications range from digital video broadcasting to
low bit-rate video phones.
Utilizing inter-frame coding for video compression

leads to the question of the rate-distortion e�ciency
of MCP, since the bit-rate for the motion parameters
has to be taken into account. Thus, for a certain bit-
rate required to transmit the motion-related informa-
tion, MCP provides a version of the video signal with a
certain distortion.
In section 2, we give an overview of existing mo-

tion compensation (MC) methods, where various known
approaches to MCP are viewed regarding their rate-
distortion and computational e�ciency. Then, in sec-
tion 3, the descriptive aspect of MCP is emphasized,
viewing it as a source coding problem with a �delity
criterion. In section 4, several design ideas for motion-
compensated predictors are presented that take advan-
tage of the considerations in sections 2 and 3.

2 MOTION-COMPENSATED PREDICTION

IN VIDEO COMPRESSION

Motion compensation can be divided into two parts: the
intensity prediction model to produce the samples of
MCP signal and the encoding of the motion model pa-
rameters for e�cient transmission of the intensity pre-
dictor �eld.

2.1 Intensity Prediction Model

In the video coding literature and ITU as well as ISO vi-
deo coding standards, several approaches to MCP have
been proposed including

1. copying samples from previously reconstructed fra-
mes [1],

2. sub-pel accurate MC [2, 3],

3. multi-hypothesis MCP, including overlapped block
MC (OBMC) [4] and B-frames [5],

Item 1, proposed in the early 1980s by Jain and Jain
[1], refers to copying samples from the previously deco-
ded frame. It was the �rst step that made the leap
from intra-frame to inter-frame algorithms improving
rate-distortion performance of video coding. Signi�-
cantly lower bit-rates were obtained by exploiting low-
order redundancies in the video signal. These gains were
achieved at the expense of memory and computational
requirements that were two orders of magnitude larger.
Since then, more complex prediction models have ap-
peared: sub-pel accurate MC [2, 3] and multi-hypothesis
MCP including overlapped block motion compensation
(OBMC) [4] and B-frames [5].
Let us assume, the MCP signal ŝ[x; y] at sampling

position x; y to be given as

ŝ[x; y] = fT [x; y] � c(p[x; y]); (1)

where c is a vector valued signal containing samples from
previously decoded frames that are addressed by p[x; y],
which are the motion parameters for sampling position



x; y. The �lter f [x; y] in general also depends on the
sampling position x; y.
For item 2, sub-pel accurate MC, the samples in c

come from adjacent integer-pel positions of previously
decoded frames, while p[x; y] indexes them separately
or points to the exact sub-pel position using just one
index. An example for an e�cient implementation is
the speci�cation of half-pel accurate MC in H.263 [6].
OBMC and B-frames modify the condition for sub-pel
accurate MC, namely that the samples in c have to come
from adjacent integer-pel positions.
For item 3, OBMC, several samples are indexed by

various motion parameters that are assigned spatially
adjacent blocks and the linear superposition using f [x; y]
is performed dependent on the position of the sample
relative to the block centers. The vector f [x; y] contains
the OBMC weights that are dependent on x and y. An
example for an implementation of OBMC is given in
Annex F of the ITU-T recommendation H.263 [6] where
the concepts of half-pel accurate MC and OBMC are
combined.
For the other technique of item 3, B-frames, the samp-

les in c come from temporally ensuing and preceding fra-
mes. In most cases, p indexes the two samples that are
superimposed by two separate motion parameters. B-
frames and half-pel accurate MC have been successfully
combined in Annex O of the ITU-T recommendation
H.263 [6]. Note that the complexity increase compared
to copying samples is considerable. In general, all com-
binations allowed for sub-pel accurate MC, OBMC or
B-frames has to be searched to achieve optimum perfor-
mance.
The theoretical gains achievable by superposition of

various signal for MCP are analyzed in [7].

2.2 Encoding of the Motion Model Parameters

In order to control the bit-rate for motion model pa-
rameters, the linear intensity predictors for each sample
(sub-pel accurate and multi-hypothesis MCP) are quan-
tized. The methods employed for this task are mostly
related to regression methods, since early ideas on the
subject emphasized the aspect of denoising a \true mo-
tion" �eld. In principle, every method that takes ad-
vantage of the memory in the linear sample predictor
�eld could be useful. However, the performance of a
method for quantization of the linear sample predictor
�eld to lower the bit-rate for motion parameters has to
be evaluated including measures on its rate-distortion
and computational e�ciency. Several aspects are invol-
ved including

1. image segmentation,

2. motion models,

3. motion parameter prediction and entropy coding.

Item 1, image segmentation, is a means for indicating
the use of various quantizers/motion-compensated pre-
dictors that have been adaptively chosen by the motion
estimator for the corresponding image segments. The
image segmentation using blocks of �xed and variable
size [8] or regions of arbitrary size can be viewed to-
gether, in that region-based coding can be seen as an
extension of variable-block-size MC to arbitrary shapes.
The usefulness of �xed and variable block size MC is
well understood, and led to its incorporation into the
ITU-T Recommendation H.263 [6]. In variable block
size MC, in most cases, the image partition is obtained
by recursive splitting of image segments. If only split-
ting is allowed, the motion search in most cases con-
sists of minimizing an a�ne tree-functional mapped on
the variable block-size partition that can be done opti-
mally by tree pruning [9]. In contrast, the di�culties
in demonstrating the e�ciency of region-based coding
mainly relate to the mutual dependencies that are in-
troduced by the selection of the regions, their contours,
and coding parameters and the bit-rate associated with
signaling them.

Item 2, the motion model, is highly connected to
image segmentation. The methods employed include
translational motion, and complex motion models such
as a�ne (6 parameter) or bilinear (12 parameter) poly-
nomial motion models [10]. Translational motion can be
viewed as subset of the complex motion models where
only the constant horizontal and vertical shifts are un-
equal to zero. The motivation for increasing the com-
plexity (bit-rate) of the motion model lies in the fact
that large regions of images in video sequences are not
likely to be motion-compensated by a constant linear
predictor (translational motion).

When covering a large segment of the image by a com-
plex motion model, e.g. an a�ne motion model, we as-
sume that all samples of the segment can be su�ciently
motion-compensated by sample-based linear predictors
which parameters are encoded using the motion model.
Another concept is given by item 3, the prediction of the
codes assigned to fractions of the large segment. Most
of the time, these codes are predicted using data al-
ready available at the decoder such as codes assigned to
previously encoded parts of the image. In terms of rate-
distortion e�ciency this method can never be superior
to joint coding of the fractions of the image segments.
However, it reveals the bene�t of low complexity for en-
coding the smaller fractions of the large segment. The
prediction of motion parameters is mainly emphasized
in the context of block-based translational motion com-
pensation.



3 MOTION-COMPENSATED PREDICTION

AS A SOURCE CODING PROBLEM

In terms of rate-distortion e�ciency, we can view
motion-compensated prediction as follows: Motion-

compensated prediction is the quantized prediction of a

multi-dimensional random variable by quantized reali-

zations of itself. The term quantized prediction refers
to the fact that in a hybrid video coding environment,
the motion parameters have to be transmitted as side
information. The term quantized realizations of itself

relates to the assumption of memory inside the multi-

dimensional random variable and that MC is performed
simultaneously at the encoder and decoder using trans-
mitted data.
This de�nition is very close to that of vector quantiza-

tion (VQ). Hence, we can view MCP as a source coding
problem with a �delity criterion being highly related to
VQ. For a certain bit-rate required to transmit the mo-
tion parameters, MCP provides a version of the video si-
gnal with a certain distortion. The rate-distortion trade-
o� can be controlled by various means. Our approach
is to treat MCP as a special case of entropy-constrained
vector quantization (ECVQ) [11]. The image blocks to
be encoded are quantized using their own code books
that consist of image blocks of the same size in frames
that are available at encoder and decoder. A code book
entry is addressed by the motion parameters, which are
entropy-coded. The criterion for the block motion esti-
mation is the minimization of a Lagrangian cost function

D + �R; (2)

in which the distortion D represented by the prediction
error, is weighted against the rate R associated with the
motion parameters using a Lagrange multiplier �. The
Lagrange multiplier imposes the rate constraint as in
ECVQ, and its value directly controls the rate-distortion
trade-o� [11, 12, 13, 14].
When increasing the capability of MCP to provide

versions of the video signal at higher �delity we also
increase the number of bits that can possibly be spent
on the motion parameters. For example, reducing the
block size down to only one pixel per block may lead to
a perfect description of the video signal, however it will
produce a high bit-rate too. Therefore, when the de-
scription achievable by MCP is adjustable over a wide
range of �delities and bit-rates, which is the case for
high-order MCP, bit allocation methods become essen-
tial.

4 HIGH-ORDER MOTION-COMPENSATED

PREDICTION

Summarizing the previous two sections, we can draw the
following conclusions:

� Sub-pel accurate MCP, OBMC, and B-frames cor-
respond to combining several signals by linear su-
perposition for motion-compensated prediction, al-
lowing MCP with higher �delity at the cost of in-
creased bit-rate and computational complexity.

� Methods for encoding of the motion parameters in-
volving image segmentation, motion models, and
motion parameter prediction take advantage of me-
mory in the predictor �eld, also allowing us to
trade-o� �delity of the description, bit-rate and
complexity.

In what follows, we have tried to emphasize these
aspects in various design approaches.
The �rst restriction we have relaxed is the use of only

the previously decoded frame for MCP. The approach is
called long-termmemoryMCP, where the spatial displa-
cement vector used in block-based hybrid video coding is
extended by a variable time delay permitting the use of
more frames than the previously decoded one for MCP.
The long-term memory typically covers several seconds
of decoded frames at encoder and decoder. The use of
multiple frames for MC in most cases provides signi�-
cantly improved prediction gain. The variable time de-
lay has to be transmitted as side information requiring
additional bit-rate, which may be prohibitive when the
size of the long-term memory becomes too large. The-
refore, we control the bit-rate of the motion information
by employing rate-constrained motion estimation where
a Lagrangian cost function as given in section (2) is mi-
nimized. Simulation results are obtained by integrating
long-term memory prediction into an H.263 codec. Re-
construction PSNR improvements up to 2 dB for the
Foreman sequence and 1.5 dB for the Mother-Daughter
sequence are demonstrated in comparison to the TMN-
2.0 H.263 coder. The PSNR improvements correspond
to bit-rate savings up to 34 % and 30 %, respectively.
Mathematical inequalities are used to speed-up motion
estimation while achieving full prediction gain. For de-
tails, please refer to [15].
In [16], the restriction to use previously decoded fra-

mes for MCP has been modi�ed to use warped versions
of the previously decoded frame. This scheme is similar
to global MC. In contrast to global MC, where typically
one motion model is transmitted, we show that in the
general case more than one motion model is of bene�t in
terms of coding e�ciency. The various reference frames
are addressed as in long-term memory MCP. Relating
the approach to region-based coding with polynomial
motion models, we note that we also transmit various
motion parameter sets and that the various \regions"
associated with these motion parameter sets are indica-
ted by the frame selection parameter. But, the \regi-
ons" in our scheme do not have to be connected. They



are restricted to the granularity of the �xed or variable
block-size segmentation of the block-based video codec.
Furthermore, each block belonging to a \region" may
have an individual spatial displacement vector. This is
bene�cial if the motion exhibited in the scene cannot be
compensated by a few polynomial motion models. In
addition, if the video scene does not lend itself to a des-
cription by various polynomialmotionmodels, the coder
drops into its fall-back mode, block-based MC using the
previously decoded frame only. The approach is also
incorporated into an H.263-based video codec and em-
bedded into a rate-constrained motion estimation and
macroblock mode decision frame work. PSNR gains of
1.2 dB in comparison to the H.263 codec for the high
global and local motion sequence Stefan and 1 dB for
the sequence Mobile & Calendar, which contains no glo-
bal motion, are reported. These PSNR gains correspond
to bit-rate savings of 21 % and 30 % compared to the
H.263 codec, respectively [16].
Finally, we extended the prediction model to a gene-

ralized approach where various video signals are combi-
ned using linear superposition [17, 18]. The approach
is very similar to sub-pel accurate MCP or B-frames,
however, allows arbitrary combinations of blocks that
are addressed using the long-term memory prediction
scheme. The superposition coe�cients are �xed, but
we conduct a search to �nd the optimum input vec-
tors, which are mutually dependent. We control the
rate of the MC data that have to be transmitted as side
information by minimizing the Lagrangian cost func-
tion in Eq. (2). An adaptive algorithm for optimally
selecting the number of input blocks is given. The desi-
gned motion-compensated predictors show PSNR gains
in prediction error up to 4.4 dB at the cost of increased
bit-rate of 16 kbit/s when comparing them to conven-
tional MCP for the sequence Foreman.

5 FINAL REMARKS AND FUTURE WORK

Finally, the question arises about the limits of the coding
gains achievable by high-order MCP. Also, the question
to what extend the added complexity will justify the
coding gains has to be discussed. Hence, future work is
concentrated on further improving the presented sche-
mes and combining them in one video codec. Also, the
reduction of complexity remains an important issue to
be addressed in order to make the methods more suita-
ble for practical implementations.
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