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Abstract

Multi-frame aÆne prediction extends motion compensation from the previous frame to several

past decoded frames and warped versions thereof. AÆne motion parameters describe the warping.

In contrast to translational motion compensation, the aÆne motion parameters must be assigned

to large image segments to obtain a rate-distortion eÆcient motion representation. These large

image segments usually can not be chosen so as to partition the image uniformly. Hence, encoding

proceeds in four steps: (i) estimation of several aÆne motion parameter sets between the current

and previous frames, (ii) generating the multi-frame bu�er consisting of past decoded frames and

aÆne warped frames, (iii) multi-frame block-based hybrid video encoding, and (iv) determination

of the eÆcient number of motion models using Lagrangian optimization techniques. A signi�cant

improvement in coding eÆciency can be observed when comparing the multi-frame aÆne motion

coder to the TMN-10 coder, the rate-distortion optimized test model of the H.263 standard. At

a �xed quality of 34 dB PSNR, the proposed coder achieves 24 % bit-rate reduction over a set of

8 di�erent test sequences. The bit-rate savings inside this set of test sequences vary from 35 %

to 15 % which correspond to PSNR gains of 3 dB and 0.8 dB, respectively. It is shown that both

concepts, aÆne motion and long-term memory prediction, contribute to the overall gain.
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I. Introduction

In recent years, signi�cant gains in video compression have been achieved by increasing the adaptability

of the compression schemes, mainly on the motion compensation side [1]. Hence, video compression

schemes have \learned" to handle more and more sophisticated scenes. This paper introduces a new

motion representation scheme that is suitable for the compression of sequences that are diÆcult to

code with state-of-the-art video compression designs like H.263+ [2].

Hybrid video codecs are one of the most successful class of today's video compression designs.

The concept of block-based motion-compensated prediction (MCP) is prevalent in all these coding

schemes [1]. The achievable MCP performance can be increased by reducing the size of the motion-

compensated blocks [3]. This is taken into account, for example, by the INTER-4V mode of H.263

[2] where instead of a block of size 16 � 16 luminance pixels four blocks of size 8 � 8 luminance

pixels are employed. However, the bit-rate must be assigned carefully to the motion vectors of these

smaller blocks. Therefore, rate-constrained motion estimation is often employed yielding improved

compression eÆciency [3], [4], [1]. In rate-constrained motion estimation, a Lagrangian cost function

J = D+�R is minimized, where distortion D is weighted against rate R using a Lagrange multiplier �.

Moreover, also the macroblock mode decision should be based on Lagrangian optimization techniques

[5]. These facts have been recognized within the ITU-T/SG16/Q15 group when adopting TMN-10,

the test model of the H.263 standard [6] which is based on Lagrangian optimization techniques [7].

For multi-frame prediction referencing past decoded frames, the name long-term memory prediction

has been coined [8]. Long-term MCP increases the eÆciency of video compression schemes by utilizing

several past frames that are assembled in a multi-frame bu�er. This bu�er is simultaneously maintained

at encoder and decoder. Block-based motion compensation is performed using motion vectors that

consist of a spatial displacement and a picture reference parameter to address a block in the multi-frame

bu�er. Rate-constrained motion estimation is used to control the bit-rate of the motion and picture

reference parameters. In [8], bit-rate savings between 10 % and 15 % are reported when comparing

a 10 frame long-term memory video coder to TMN-10, the test model of the H.263 standard. The

ITU-T/SG16/Q15 group has decided to adopt this feature as an Annex to the H.263 standard [9].

While, long-term memory prediction extends the motion model to exploit long-term dependencies

in the video sequence, the motion model remains translational. Independently moving objects in

combination with camera motion and focal length change lead to a sophisticated motion vector �eld

which may not be eÆciently approximated by a translational motion model. With an increasing time

interval between video frames, this e�ect is further enhanced since more complex motion is likely to

occur. Hence, the translational motion model may no longer be the best choice for the approximation

of the motion vector �eld.

Tsai and Huang derive a parametric motion model that relates the motion of planar objects to
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the observable motion �eld in the image plane [10]. This model is often referred to as the bilinear

motion model and the parameters are estimated using corresponding points [10]. In [11], H�otter

and Thoma estimate the eight parameters of the bilinear motion model using spatial and temporal

intensity gradients in the context of object-based video coding. Diehl exploits in [12] aÆne (6 degrees

of freedom) and bilinear motion models for object-based video coding. Various other researchers

have utilized aÆne and bilinear motion models to represent the image plane motion of video objects

or regions [13], [14], [15], [16], [17]. The motion coeÆcients are estimated such that they lead to an

eÆcient representation of the motion �eld inside the corresponding image partition. Due to the mutual

dependency of motion estimation and image partition a combined estimation must be utilized. This

results in a sophisticated optimization task which usually is very time consuming. Moreover, providing

the encoder the freedom to specify a precise segmentation has generally not yet resulted in a signi�cant

improvement of compression performance for natural camera-view scene content due to the number of

bits needed to specify the segmentation.

Other researchers have used aÆne or bilinear motion models in conjunction with blocks which are

prevalent in all video coding standards to obtain rate-distortion eÆcient MCP [18], [19], [20]. They

have faced the problem that especially at low bit-rates the overhead associated with higher order

motion models that are assigned to smaller size blocks might be prohibitive. A combination of the

block-based and the region-based approach is presented in [21]. Karczewicz et al. show in [21] that

the use of polynomial motion models in conjunction with a coarse segmentation of the video frame

into regions, that consist of a set of connected blocks of size 8� 8 pixels, can be bene�cial in terms of

coding eÆciency.

The methodology in this work di�ers from previous approaches in that the motion models are not

associated with a particular image segment. Although the motion coeÆcients are determined on a

�nite sub-area of the image, the model can be employed at any position inside the frame. An eÆcient

realization of this segmentation-free motion representation is the use of multiple warped reference

frames for prediction. Instead of performing a joint estimation of the image partition and the associated

motion models, we warp reference frames and select these in a rate-distortion eÆcient way on a block

basis. Thus, warped reference frames are selected in the same way as past reference frames in long-

term memory MCP. Hence, we have transformed the joint optimization task of �nding an eÆcient

combination of motion models, regions and other parameters to separate steps. Each of these steps

takes an almost constant amount of computation time which is independent of the context of the

input data. The coder robustly adapts the use of the aÆne motion models to the input statistics

and never degrades below the rate-distortion performance that can be achieved with the syntax of

the underlying H.263 standard. The use of multiple reference frames requires only very minor syntax

changes of state-of-the-art video coding standards.
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The idea of warping reference frames has been published by the authors already in [22] where

multiple warped versions of the previously decoded frame are employed for multi-frame block-based

MCP. Note that in [23], a similar approach has appeared that was developed independently to our work

[22]. Our scheme [22] is extended by a more eÆcient aÆne motion estimation algorithm that improves

motion compensation performance and computational complexity in [24]. Additionally, the scheme in

[22], [24] is extended by long-term memory prediction in that warped frames and block-based motion

compensation can be conducted by referencing several past frames [25].

This paper is organized as follows. First, the proposed multi-frame video coding architecture and

syntax is presented followed by the aÆne motion model. Second the coder control is explained. The

estimation procedure for the aÆne motion parameters and the reference picture warping are described.

Then, the incorporation of the aÆne motion approach into a rate-constrained motion estimation and

mode decision framework is explained. Finally, experimental results are presented that illustrate the

improved rate-distortion performance of the proposed coder in comparison to TMN-10.

II. Affine Multi-Frame Motion-Compensated Prediction

The architecture of the multi-frame aÆne motion-compensated predictor is depicted in Fig. 1. The

Warped
Frame 

1

previously
decoded

frame

Variable 
Block Size

H.263−Based
Multi−Frame

Predictor

motion−
compensated

frame

current
frame

Decoded
Frame 

1

Decoded
Frame 

K

Warped
Frame 

N

Affine 
Motion

Estimation 
and 

Reference 
Frame 

Warping

Long−Term
Memory
Frame

Manage−
ment

Fig. 1. Architecture of the aÆne multi-frame motion-compensated predictor.

motion-compensated predictor utilizes M = K + N (M � 1) picture memories. The M picture
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memories are composed of two sets:

� K past decoded frames and

� N warped versions of past decoded frames.

The H.263-based multi-frame predictor conducts block-based MCP using all M = K +N frames and

produces a motion-compensated frame. This motion-compensated frame is then used in a standard

hybrid DCT video coder [1], [2]. The N warped reference frames are determined using the following

two steps.

1. Estimation of N aÆne motion parameter sets between the K previous frames and the current frame.

2. AÆne warping of N reference frames.

The e�ective number of reference frames M� � M is determined by evaluating their rate-distortion

eÆciency in terms of Lagrangian costs for each reference frame. The M� chosen reference frames with

the associated aÆne warping parameters are transmitted in the header of each picture. The order of

their transmission provides a model index that is used to specify a particular reference frame on the

block basis. The decoder maintains only the K decoded reference frames and does not have to warp N

complete frames for motion compensation. Rather, for each block or macroblock that is compensated

using an aÆne motion parameter set, the translational motion vector and the aÆne motion model,

which is indicated via the model index, are combined to obtain the displacement �eld for that image

segment.

Figures 2 and 3 show an example for aÆne multi-frame prediction. The left hand frame (a) in

Fig. 2 is the most recent decoded frame that would be the only frame to predict the right hand frame

(b) in Fig. 2 in standard-based video compression. In this work, we additionally provide reference

frames of which four are shown in Fig. 3. Hence, instead of just searching over the previous decoded

frame (Fig. 2a), the block-based motion estimator can also search positions in the additional reference

frames like the ones depicted in Fig. 3 and transmits the corresponding spatial displacement and frame

selection parameter.

A. Video Syntax

In a well-designed video codec, the most eÆcient concepts should be combined in such a way that their

utility can be adapted to the source signal without signi�cant bit-rate overhead. More precisely, if the

bit-rate overhead needed to signal an encoding strategy is larger than the bit-rate savings achieved, the

strategy should be removed from the video coding syntax. This idea is incorporated into the design

of many video codecs. Hence, the proposed video codec enables the utilization of variable block-size

coding, long-term memory prediction and aÆne motion compensation in a rate-distortion eÆcient way.

The use of the various motion compensation schemes can be signaled with very little overhead.
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(a) (b)

0

Fig. 2. Two frames from the QCIF test sequence Foreman, (a): previous decoded frame, (b): original frame.

2 21

13 10

Fig. 3. Four additional reference frames. The upper left frame is a decoded frame that was transmitted 2 frame

intervals before the previous decoded frame. The upper right frame is a warped version of the decoded frame

that was transmitted 1 frame interval before the previous frame. The lower two frames are warped versions of the

previous decoded frame.
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The aÆne long-term memory motion-compensated predictor is integrated into an H.263+-based

video coding scheme. Our motivation for that is: (i) the algorithm is well de�ned and state-of-the-art

[2], (ii) the highly optimized test model of the H.263+ standard, TMN-10, can be used as a reference

for comparison.

The parameters for the M� chosen reference frames are transmitted in the header of each picture.

First, their actual number using a variable length code is signaled. Then, the temporal reference of

each reference frame is encoded followed by a bit indicating whether the frame is warped or not. If

that bit indicates a warped frame, six aÆne motion parameters are transmitted. The motion model

employed in our codec is an orthogonalized version of the well known aÆne model as will be described

later. Uniform scalar quantization of the motion parameters followed by entropy coding is used. For

more details on syntax we refer to [26]. The syntax specifying the actual number of reference frames

allows the adaptation of the encoded bit-stream to the source signal on a frame basis without incurring

much overhead. Hence, if aÆne motion is not eÆcient, one bit is enough to turn it o�.

Motion estimation and compensation are performed using block-based multi-frame prediction mainly

following the syntax and speci�cations of H.263+. The H.263+ syntax is modi�ed in that changes are

made to the inter-prediction modes INTER, INTER-4V, and SKIP. The INTER and SKIP mode

are assigned one code word representing the picture reference parameter for the entire macroblock.

The INTER-4V mode utilizes four picture reference parameters each associated with one of the four

8�8 motion vectors. The syntax mainly follows the proposed Annex for long-term memory prediction

[9].

B. AÆne Motion Model

In this work we use an aÆne motion model that describes the relationship between the motion

of planar objects and the observable motion �eld in the image plane via a parametric expres-

sion. This model can describe motion such as translation, rotation, and zoom using six parameters

a = (a1; a2; a3; a4; a5; a6)
T . For estimation and transmission of the aÆne motion parameter sets, we

adopt the orthogonalization approach in [21]. The orthogonalized aÆne model is used to code the dis-

placement �eld (mx[a; x; y]; my[a; x; y])
T and to transmit the aÆne motion parameters using uniform

scalar quantization and variable length codes. In [21] a comparison was made to other approaches indi-

cating the eÆciency of the orthogonalized motion model. The motion model used in our investigation

is given as

mx[a; x; y] =
w � 1

2

"
a1c1 + a2c2

�
x � w � 1

2

�
+ a3c3

 
y � h� 1

2

!#
;

my[a; x; y] =
h� 1

2

"
a4c1 + a5c2

�
x � w � 1

2

�
+ a6c3

 
y � h� 1

2

!#
: (1)



Wiegand, Steinbach, Girod: Multi-Frame AÆne Motion-Compensated Prediction for Video Compression, DRAFT, Dec. 1999 8

in which x and y are pixel locations in the image with 0 � x < w and 0 � y < h and w as well as h

being image width and height. The coeÆcients c1; c2, and c3 in (1) are given as

c1 =
1p
w � h;

c2 =

s
12

w � h � (w � 1) � (w + 1)
;

c3 =

s
12

w � h � (h� 1) � (h+ 1)
: (2)

We quantize the aÆne coeÆcients ai by

~ai =
Q(� � ai)

�
and � = 2; (3)

where Q(�) means rounding to the nearest integer value. The quantization levels of the aÆne coeÆcients

qi = � � ~ai are entropy coded and transmitted. We have found experimentally that similar coding

results are obtained when varying the coarseness of the motion coeÆcient quantizer � in (3) from 2

to 10. Values of � outside this range, i.e., larger than 10 or smaller than 2, adversely a�ect coding

performance.

III. Rate-Constrained Coder Control

In the previous Section, the video architecture and syntax are described. Ideally, the coder control

should determine the coding parameters so as to achieve a rate-distortion eÆcient representation. This

problem is compounded by the fact that typical video sequences contain widely varying content and

motion, that can be more e�ectively quantized if di�erent strategies are permitted to code di�erent

regions. For the aÆne motion coder, we additionally face the problem that the aÆne parameters must

be assigned to large image segments to obtain a rate-distortion eÆcient motion representation. These

large image segments usually can not be chosen so as to partition the image uniformly. Our solution

to this problem is as follows:

A. Estimate N aÆne motion parameter sets between the current and the K previous frames.

B. Generate the multi-frame bu�er which is composed of K past decoded frames and N warped frames

that correspond to the N aÆne motion parameter sets.

C. Conduct multi-frame block-based hybrid video encoding on the M = N +K reference frames.

D. Determine the number of aÆne motion parameter sets that are eÆcient in terms of rate-distortion

performance.

In the following, we will describe steps A-D in detail.
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A. AÆne Motion Parameter Estimation

A natural camera-view scene may contain multiple independently moving objects in combination with

camera motion and focal length change. Hence, region-based coding attempts to separate the e�ects

via a scene segmentation and to code them accordingly. In this work, an explicit segmentation of the

scene is avoided. Instead, the image is partitioned into blocks of �xed size and a �xed number of

motion models N is estimated from decoded frames with respect to the current original frame.

For each cluster the aÆne motion coeÆcient estimation is performed in four steps.

1. Estimation of L translational motion vectors as initialization to the aÆne re�nement.

2. AÆne re�nement of each of the L motion vectors using an image intensity gradient-based approach.

3. Concatenation of the initial translational and the aÆne re�nement parameters.

4. Selection of one candidate among the L estimated aÆne motion models.

For the �rst step, block matching in the long-term memory bu�er is performed in order to robustly

deal with large displacements yielding L motion vectors. In the second step, the L translational

motion vectors initialize an aÆne estimation routine which is based on image intensity gradients. The

aÆne motion parameters are estimated by solving an over-determined set of linear equations so as to

minimize mean squared error. In the third step, the resulting aÆne motion model is obtained by a

weighted summation of the initial translational motion vector and the aÆne motion parameters. In the

last step, the optimum in terms of mean squared error among the L considered candidates is chosen.

In the following, the various steps are discussed in detail.

The initial motion vector estimation for a particular cluster comprising the pixels in the set M can

be conducted in several ways. For instance, one translational motion vector which is the best match

in terms of minimum mean squared error for all pixels in M with regard to each reference could be

estimated. In that case, the number of considered candidates L would be equal to the number of

decoded reference frames K. This approach that we call cluster-based initialization was proposed in

[24], [25]. It provides 
exibility in the choice of the cluster size and with that the number of clusters

N . Hence, it will be used in Section IV to analyze the trade-o� between rate-distortion performance

and complexity that is inherent to the selection of the number of initial clusters.

However, the cluster-based initialization approach produces a computational burden that increases as

the number of decoded reference frames K grows. On the other hand, we have to conduct translational

motion estimation anyway for 16�16 blocks in H.263 and the long-term memory coder [8]. Hence, if we

could re-use those motion vectors, we would drastically reduce the computational burden of the aÆne

motion estimation. We call this approach the macroblock-based initialization. Therefore, an image

partition is considered where the clusters are aligned with the macroblock boundaries. An example for

such an initial partition is depicted in Fig. 4. Fig. 4 shows a QCIF picture from the sequence Foreman
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that is superimposed with 99 blocks of size 16 � 16 pixels. Each of these blocks is associated to the

H.263 syntax unit of a macroblock for which either one or four motion vectors are transmitted in case

that the macroblock is coded predictively. The N = 20 clusters are either blocks of size 32� 32 pixels

comprising 4 macroblocks, or blocks of size 32� 48, 48� 32, or 48� 48 pixels.

Fig. 4. Image partition of a QCIF frame of the sequence Foreman into 20 clusters.

If we utilize the motion vector of each macroblock as an initialization to the aÆne re�nement step,

we obtain either L = 4; 6 or 9 candidates. This number is independent from the number of decoded

reference frames K. The motion estimation for the macroblocks proceeds as follows. To obtain the

initial motion vectormI = (mI
x; m

I
y; m

I
t )
T which contains the spatial displacements mI

x and m
I
y as well

as the picture reference parameter mI
t , a Lagrangian cost function is minimized which is given as

m
I = argmin

m2S

fDDFD(B;m) + �MOTION �R(m)g (4)

where the distortion DDFD(B;m) for the 16� 16 block B between the current frame s[x; y; t] and the

decoded reference frame ~s[x; y; t �mt] is computed as

DDFD(B;m) =
X
x;y2B

(s[x; y; t]� ~s[x �mx; y �my; t �mt])
2
: (5)

R(m) is the bit-rate associated with the motion vector. The minimization proceeds over the search

space S = [�16 : : : 16]� [�16 : : : 16]� [0 : : :K�1]. First, the integer-pel motion vectors are determined

that minimize the Lagrangian cost term in (4) for each of the K reference frames. Then, these K

integer-pel accurate motion vectors are used as initialization of a half-pel re�nement step which tests

the 8 surrounding half-pel positions. Finally, the motion vector among the K candidates is determined

asmI which minimizes the Lagrangian cost term in (4). Following [1], the Lagrange multiplier is chosen

as �MOTION = 0:85 �Q2, with Q being the DCT quantizer value, i.e., half the quantizer step size [2].
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The initial translational motion vector mI = (mI
x; m

I
y; m

I
t ) which is either obtained via the cluster-

based or macroblock-based initialization is used to motion-compensate the past decoded frame ~s[x; y; t�
mt] towards the current frame s[x; y; t] as follows

ŝ[x; y; t] = ~s[x �mI
x; y �mI

y; t �mI
t ]: (6)

This motion compensation is conducted for the pixels inside the considered cluster because those are

used for the second step.

In the second step, we estimate an aÆne motion model against the translational motion-compensated

signal ŝ[x; y; t] for the pixels of the cluster collected inM. The minimization criterion reads as follows

a
R = argmin

a

X
x;y2M

(u[x; y; t;a])2 (7)

with

u[x; y; t;a] = s[x; y; t]� ŝ[x �mx[a; x; y]; y �my[a; x; y]; t] (8)

and mx[a; x; y] as well as my[a; x; y] being given via (1).

Similar to [15], we expand ŝ[x �mx[a; x; y]; y�my[a; x; y]; t] into a �rst-order Taylor series around

the spatial location (x; y) for small spatial displacements obtaining

ŝ[x �mx[a; x; y]; y �my[a; x; y]; t] = ŝ[x; y; t]� @ŝ[x; y; t]

@x
mx[a; x; y]� @ŝ[x; y; t]

@y
my[a; x; y]: (9)

Hence, the error signal reads

u[x; y; t;a] = s[x; y; t]� ŝ[x; y; t] +
@ŝ[x; y; t]

@x
mx[a; x; y] +

@ŝ[x; y; t]

@y
my[a; x; y]: (10)

Plugging (1) into (10) and rearrangement leads to the following linear equation with 6 unknowns

u[x; y; t;a] = s[x; y; t]� ŝ[x; y; t] +

(gxc1; gxc2x
0; gxc3y

0; gyc1; gyc2x
0; gyc3y

0)

0
BBBBBBBBBBBBB@

a1

a2

a3

a4

a5

a6

1
CCCCCCCCCCCCCA

(11)

with the abbreviations

gx =
w � 1

2

@ŝ[x; y; t]

@x
; gy =

h� 1

2

@ŝ[x; y; t]

@y
;

x0 =
�
x � w � 1

2

�
; y0 =

 
y � h� 1

2

!
: (12)
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Setting up this equation at each pixel position inside the cluster leads to an over-determined set

of linear equations that is solved so as to minimize the average squared motion compensation error

u[x; y; t;a]. In this work, the pseudo inverse technique is used which is implemented via singular

value decomposition. The inherent linearization holds for small displacements only. However, due

to the translational initialization and the subsequent quantization of the aÆne motion coeÆcients it

turns out that we do not need to iterate the aÆne motion parameter estimation in (11) several times.

Experiments verify this statement, where we have varied the number of iterations without observing

a signi�cant di�erence.

The spatial intensity gradients are computed following [27], [28]. With z 2 fx; yg the spatial

gradients are given as

@ŝ[x; y; t]

@z
=

1

4

1X
i=0

1X
j=0

azijs[x + i; y + j; t] + bzij ŝ[x + i; y + j; t]; (13)

With azij as well as b
z
ij being the element on the jth row and ith column of the matrices

A
x = Bx =

0
@ 1 �1

1 �1

1
A

A
y = By =

0
@ 1 1

�1 �1

1
A (14)

The estimates provide the gradient of the point in-between the four samples and between the pre-

compensated and the current image [28]. Since the spatial gradients are computed between the pixel

positions we also compute the frame di�erence s[x; y; t] � ŝ[x; y; t] using the summation on the right

hand side of (13) with z = t and

A
t = �Bt =

0
@ 1 1

1 1

1
A : (15)

In the third step, the aÆne motion parameter for motion compensation between the reference frame

~s[x; y; t � mI
t ] and the current frame s[x; y; t] is obtained via concatenating the initial translational

motion vector mI and the estimated aÆne re�nement model aR yielding

a1 =
2mI

x

c1(w � 1)
+ aR1

a2 = aR2

a3 = aR3

a4 =
2mI

y

c1(h� 1)
+ aR4

a5 = aR5

a6 = aR6 (16)
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The initial translational block matching and the aÆne re�nement procedure are repeated for each of

the L candidates. In the last step, the aÆne motion model is chosen that minimizes the mean squared

error measured over the pixels in the cluster M.

B. Reference Picture Warping

For each of the N estimated motion models ai, i = 1 : : :N , we select the reference frame corresponding

to mI
t and warp it towards the current frame which is to be coded. The reference picture warping is

conducted using the motion �eld that is computed via (1) for each motion model ai for the complete

frame. Non-integer displacements are computed using cubic spline interpolation [29] which turns out

to be more eÆcient than bi-linear interpolation as the motion model becomes more complex [30]. We

therefore obtain N new reference frames that can be used for block-based prediction of the current

frame as illustrated in Fig. 1.

C. Rate-Constrained Multi-Frame Hybrid Video Encoding

At this point it is important to note that the multi-frame bu�er is �lled with the K most recent frames

and N warped frames yieldingM reference frames. In order to produce the motion-compensated frame,

we conduct multi-frame block-based motion compensation similar to H.263. That is, half-pel accurate

motion vectors m = (mx; my; mt)
T are applied to compensate blocks of size 16� 16 pixels referencing

one of the M = K+N reference frames. Again, block-based motion estimation is conducted to obtain

the motion vectors by minimizing (4) as it was done when searching decoded frames to initialize

aÆne motion estimation. In case the macroblock-based initialization is used, we can re-use the motion

vectors. Otherwise, motion estimation over the K decoded frames has to be conducted as described

for the macroblock-based initialization. When searching the warped reference frames, we actually have

to search only a range of [�2 : : : 2] � [�2 : : : 2] spatially displaced pixels. The small search range is

justi�ed by the fact that the warped frames are already motion-compensated and experiments show

that only a very small percentage of motion vectors is found outside this range.

Given the motion vectors, the Lagrangian costs for each macroblock mode are determined. This is

a pre-computation step for the algorithm that determines the number of eÆcient reference frames and

with that aÆne motion models. The Lagrangian cost function [5] reads as

DREC(B; h;m; c) + �MODE �RREC(B; h;m; c): (17)

Here, the distortion after reconstruction DREC measured as the sum of squared di�erences between

pixels of the block B in the original and reconstructed frame is weighted against bit-rate RREC using

the Lagrange multiplier �MODE. RREC is the bit-rate that is needed to transmit a particular mode,

including the macroblock header h, motion information m, and DCT coeÆcients c. Following [1],

the Lagrange multiplier for the mode decision is chosen as �MODE = �MOTION = 0:85 � Q2. The
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Lagrangian cost functions are determined for the macroblock modes INTER, SKIP, and INTRA [2]

and the values are stored in an array to provide fast access.

D. Determination of the Number of Reference Frames

As mentioned before, there is still an open problem about the eÆcient combination of motion vectors,

macroblock modes and reference frames. Because of the inter-dependency of the various parame-

ters a locally optimal solution is searched using the pre-computed rate-distortion costs. The greedy

optimization algorithm reads as follows

1. Sort the reference frames according to the frequency of their selection.

2. Starting with the least popular reference frame, test the utility of each reference frame by

(a) Computing its best replacement among the more popular frames in terms of rate-distortion costs

block by block.

(b) If the costs for transmitting the reference frame parameters exceed the cost of using the replace-

ments for this frame, remove the frame, otherwise keep it.

The �rst step is conducted because of the use of variable length codes to index the reference frames.

The chosen reference frame with associated warping parameters are transmitted in the header of each

picture. The order of their transmission provides the model index that is used to specify a particular

reference frame on the block basis. This model index is entropy-coded.

In the second step, the utility of each reference frame is tested by evaluating the rate-distortion

improvement obtained by removing this reference frame. For those blocks that reference the removed

frame, the best replacements in terms of Lagrangian costs among the more popular reference frames

are selected. If no rate-distortion improvement is observed, the frame is kept in the reference bu�er

and the procedure is repeated for the next reference frame.

After having determined the number of eÆcient framesM� in the multiple reference frame bu�er, the

rate-distortion costs of the INTER-4V macroblock mode are considered and the selected parameters

are encoded. Up to this point, the INTER-4V mode has been intentionally left out of the encoding

because of the associated complexity to determine the mode costs.

IV. Experiments

Within the framework of the multi-frame aÆne motion coder there are various free parameters that can

be adjusted. In this Section, we give empirical justi�cations for important parameter choices made. We

concentrate on relevant aspects that have the largest impact on the trade-o� between rate-distortion

performance and computational complexity. Regarding the aÆne motion coder we will elaborate on

the important question about the number of initial motion clusters N . This parameter is very critical

since the number of warped reference pictures is directly a�ected by N .
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Then, the combination of long-term memory prediction with aÆne motion compensation is ana-

lyzed. We will especially look at the relative increase in eÆciency when comparing long-term memory

prediction to aÆne motion coding in case of warping only the prior picture. Finally, the gains when

combining aÆne and long-term memory prediction are investigated.

The experiments in this work were conducted using the QCIF test sequences and conditions in

Tab. I. The �rst four sequences contain a large amount of motion including a moving camera and

focal length changes. The last four sequences are low motion sequences with a �xed camera. This set

of ITU-T test sequences was chosen so as to cover a broad range of possible scenes that might occur

in applications such as video conferencing or video streaming.

Sequence Abbre- Number of Frame Global

Name viation Frames Skip Motion

Foreman fm 400 2 Yes

Mobile & Calendar mc 300 2 Yes

Stefan st 300 2 Yes

Tempete te 260 1 Yes

Container Ship cs 300 2 No

Mother & Daughter md 300 2 No

News nw 300 2 No

Silent si 300 1 No

TABLE I

Set of test sequences.

For all experiments, bit-streams are generated that are decodable producing the same PSNR values

at encoder and decoder. The �rst Intra-coded frame is identical for all cases considered.

A. The AÆne Motion Coder

In this Section we investigate the parameter setting for the aÆne coder. For that, we restrict the

warping to exclusively reference the prior decoded picture. As shown later, the results for this case also

propagate to a setting where the aÆne motion coder is combined with long-term memory prediction.

The �rst question to clarify concerns the number of initial motion clusters. The translational motion

vector estimation is conducted using the cluster-based initialization as described in Section III-A.

We have initialized the coder with N = 1; 2; 4; 8; 16; 32; 64, and 99 clusters. The partition into the

N clusters was achieved so as to obtain equal size blocks and each of the blocks being as close as

possible to a square. The translational motion vectors serve as an initialization to the aÆne re�nement



Wiegand, Steinbach, Girod: Multi-Frame AÆne Motion-Compensated Prediction for Video Compression, DRAFT, Dec. 1999 16

step described in Section III-A. The estimated aÆne motion models are used to warp the previous

decoded frame N times as explained in Section III-B. Block-based multi-frame motion estimation and

determination of the number of eÆcient motion models is conducted as described in Sections III-C

and III-D.

Figure 5 shows the average bit-rate savings for the set of test sequences in Tab. I. The average bit-rate

savings are measured for each sequence at �xed PSNR values of 32, 34 and 36 dB. For that, rate-distor-

tion curves are generated by varying the DCT quantizer and the Lagrange parameter accordingly. The

bit-rate corresponds to the overall bit-rate that has to be transmitted to reconstruct each sequence at

the decoder and distortion is computed as average PSNR over all frames. The intermediate points of

the rate-distortion curves are interpolated and the bit-rate that corresponds to a given PSNR value is

obtained. The curves in Fig. 5 are obtained via computing the mean of the bit-rate savings for each

sequence. This procedure is conducted for all settings. We are aware that the percentage in bit-rate
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Fig. 5. Average bit-rate savings versus number of initial motion models for the test sequences in Tab. I.

savings corresponds to di�erent absolute bit-rate values for the various sequences. Hence, later we will

also show rate-distortion curves. Nevertheless, computing bit-rate savings might provide a meaningful

measure, for example, for video content providers who want to guarantee a certain quality of the

reconstructed sequences.

The average bit-rate savings are very similar for the three di�erent levels of reproduction quality. The

number of initial aÆne motion models has a signi�cant impact on resulting rate-distortion performance.

The increase in bit-rate savings tends to a saturation for a large number of motion models, i.e., more

than 32 motion models, reaching the value of 17.8 % for our set of test sequences for the reproduction

quality of 34 dB PSNR.

This can be explained when investigating the average number of motionmodels that were transmitted

as shown in Fig. 6. The average number of motion models are generated with a similar method as the
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average bit-rate savings for a given PSNR value. The average number of motion models increases
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Fig. 6. Average number of transmitted motion models versus number of initial motion models for the test sequences

in Tab. I.

with increasing average PSNR as well as an increased number of initial aÆne motion models. This is

because the size of the measurement window becomes smaller as the number of initial aÆne motion

models increases and the motion models are more accurate inside the measurement window. Hence,

the coder chooses to transmit more motion models. For very small numbers of initial aÆne motion

models, a large percentage of the possible number of motion models is chosen. However, as the number

of initial motion models is increased, a decreasing percentage of motion models is transmitted.

Figure 7 shows the average bit-rate savings at 34 dB PSNR for the set of test sequences where the

result for each sequence is shown using dashed lines. The abbreviations fm, mc, st, te, cs, md, nw,

and si correspond to those in Tab. I. The solid line depicts the average bit-rate savings for the 8

0 1 2 4 8 16 32 64 99
0

5

10

15

20

25

30

Number of Initial Affine Motion Models

A
ve

ra
ge

 B
it−

R
at

e 
S

av
in

gs
 [%

]

fm

mc

st

te

cs

md

si

nw

34 dB

Fig. 7. Average bit-rate savings at 34 dB PSNR versus number of initial motion models for the test sequences in

Tab. I.
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test sequences at equal PSNR of 34 dB. The results di�er quite signi�cantly among the sequences

in our test set. On one hand, for the sequence Silent, only bit-rate saving of 5% can be obtained.

On the other hand, sequences like Mobile & Calendar and Container Ship show substantial gains of

more than 25 % in bit-rate savings. We have observed that we obtain especially good results for

sequences with large moving areas containing active texture as it is the case for Container Ship and

Mobile & Calendar. Also camera motion can be well represented and thus eÆciently coded with our

scheme. We conjecture that two e�ects mainly contribute to the improved rate-distortion performance:

(i) rate-distortion eÆcient MCP for motions such as rotation and zoom which are not captured well

by a translational motion model and (ii) increased motion accuracy in conjunction with cubic spline

interpolation.

In Fig. 7, the asterisk shows the average result for the macroblock-based initialization of the aÆne

estimation (see Section III-A). Please recall that for all experiments that were described so far, we

used the cluster-based initialization for the translational motion vector estimation to have a simple

means for varying the number of initial clusters. For that, we employ the segmentation in Fig. 4

resulting in N = 20 clusters. The bit-rate saving of 15.1 % is very close to the results for the cluster-

based initialization. However, the complexity is drastically reduced. Typical run-time numbers for the

macroblock-based initialization are as follows. The complete aÆne motion coder runs at 6.5 seconds per

QCIF frame on a 300 MHz Pentium PC. These 6.5 seconds are split into 0.5 seconds for translational

motion estimation for 16 � 16 macroblocks, 1 second for aÆne motion estimation, and the warping

also takes 1 second. The precomputation of the costs for the INTER, SKIP, and INTRA mode takes 2

seconds, and the remaining steps use 2 seconds. As a comparison, our H.263 coder which has a similar

degree of run-time optimization uses 2 seconds per QCIF frame. Finally, let us depict rate-distortion

curves for this approach.

The rate-distortion curves for the aÆne motion coder are shown in comparison to TMN-10, the

state-of-the-art H.263 test model which is also operated using Lagrangian optimization methods [7],

[6]. The following abbreviations will be used to indicate the two cases:

� TMN-10: The H.263 test model using Annexes D, F, I, J, and T.

� MRPW: As TMN-10, but motion compensation is extended to referencing warped frames corre-

sponding to 20 aÆne motion models.

Figure 8 shows the rate-distortion curves for four test sequences from our set in Tab. I. The PSNR

gains vary for the di�erent test sequences and tend to be larger as the bit-rate increases. In contrast,

the bit-rate savings in % are more or less constant over the entire range of bit-rates that was tested.

Typically, we obtain a PSNR gain of 1 dB compared to TMN-10. The PSNR gains are up to 2.3 dB

for the sequence Mobile & Calendar.
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Fig. 8. PSNR vs. overall bit-rate for the QCIF sequences Foreman (top left), Mobile & Calendar (top right), News

(bottom left), and Tempete (bottom right).

We have also conducted experiments with the corresponding versions of our test sequences in CIF

resolution. In that case, similar performance measures were found.

B. Combination of AÆne and Long-Term Memory Motion Compensation

In the previous Section, we have shown that aÆne motion compensation provides signi�cant bit-rate

savings. However, we also saw that increasing the number of motion models beyond 32 does not provide

substantial bene�ts. Rather, the complexity of the proposed scheme would be drastically increased if

we would use such large numbers. Hence, we arrived at a design that uses 20 initial clusters providing

an average bit-rate saving of 15.1 %.

In contrast to the aÆne motion coder where warped versions of the prior decoded frame are employed,

the long-term memory prediction coder references past decoded frames for motion compensation.

However, aside from the di�erent origin of the various reference frames, the syntax for both codecs is
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very similar. Figure 9 shows the average bit-rate savings at 34 dB PSNR for the set of test sequences

that are achieved with the long-term memory prediction coder as described in [8]. The abbreviations

fm, mc, st, te, cs, md, nw, and si correspond to those in Tab. I. The methodology to obtain the average

bit-rate savings is the same as for the aÆne motion codec in the previous Section. The average bit-rate

savings achieved with the long-term memory codec are in a similar range as for the aÆne motion codec.
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Fig. 9. Average bit-rate savings at 34 dB PSNR versus number of additionally bu�ered reference frames for the set

of test sequences in Tab. I.

The sequence News (nw) shows a strong increase in bit-rate savings for 64 or 99 additional reference

frames compared to 32 additional frames. This MPEG-4 test sequence is an arti�cial sequence where

in the background two distinct sequences of dancers are displayed. These sequences, however, are

repeated every 2.5 seconds corresponding to 25 frames in the long-term memory bu�er. Hence, our

long-term memory coder obtains extremely large gains for memory K � 50 when comparing to the

TMN-10 result, since in that case the old dancer sequence is still available in the long-term memory

bu�er. The bold line in Fig. 9 shows the average bit-rate savings when excluding the sequence News

from the set of test sequences.

We achieve an average bit-rate reduction of 17 % when utilizing 99 additional reference frames in our

long-term memory coder. The bit-rate savings saturate as we further increase the number of reference

frames. Already when utilizing 9 additional reference frames, i.e., using K = 10 reference frames

overall, we get 13.8 % average bit-rate savings. Hence, we will use 10 decoded frames when combining

long-term memory prediction and aÆne motion compensation. Please note that if we again insert the

News sequence into our set of test sequences, we obtain 12.5 % bit-rate savings when using K = 10

frames.

In Fig. 10, the result when combining the aÆne motion coder and long-term memory prediction is

depicted. This plot shows average bit-rate savings at 34 dB PSNR versus the number of initial aÆne

motion clusters for the set of test sequences in Tab. I. Two cases are shown: (i) aÆne warping using
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K = 1 reference frame (lower solid curve) and (ii) aÆne warping using K = 10 reference frames (upper

solid curve). For the case K = 1, the setting of the coder has been employed again that was used for

the curve depicting the average bit-rate savings at 34 dB in Fig. 5. To obtain the result for the case

K = 10, we again run the cluster-based initialization with N = 1; 2; 4; 8; 16; 32; 64, and 99 clusters. For

the cluster-based initialization of the aÆne motion estimation, L = K = 10 initial translational motion

vectors are utilized each corresponding to the best match on one of the K reference frames (see Section

III-A). Please note that the number of maximally used reference frames is N +K. Interestingly, the

average bit-rate savings obtained by the aÆne motion and the long-term memory prediction coder are

almost additive when being combined using multi-frame aÆne MCP.
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Fig. 10. Average bit-rate savings at 34 dB PSNR versus number of initial aÆne motion models for the set of test

sequences in Tab. I. Two cases are shown: (i) aÆne warping using K = 1 reference frames (lower solid curve)

and (ii) aÆne warping using K = 10 reference frames (upper solid curve).

Figure 11 shows the bit-rate savings for each of our test sequences in Tab. I when employing K = 10

decoded reference frames versus the number of initial aÆne motion models N using dashed lines.

The solid line for K = 10 is repeated from Fig. 5. The bit-rate savings are more than 35 % for the

sequences Container Ship and Mobile & Calendar when using 32 or more initial aÆne motion models.

Interestingly, when using K = 10 reference frames and 16 or more initial aÆne motion models we are

never below 15 % bit-rate savings. Moreover, for some sequences the gain obtained by the combined

coder is larger as the added gains of the two separate coders. For example, the long-term memory

prediction gain for Mother & Daughter is 7 % for K = 10 frames. The gain obtained for the aÆne

motion coder is 10 % when using 32 initial aÆne models. However, the combined coder achieves 23 %

bit-rate savings for the sequence Mother & Daughter.

In Fig. 5, the asterisk shows the result for the case if macroblock-based initialization. For that, we

employ the segmentation in Fig. 4 resulting in N = 20 clusters. The initial motion vectors for the aÆne

motion estimation are those best matches found for the macroblocks in each cluster when searching
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Fig. 11. Average bit-rate savings at 34 dB PSNR versus number of initial aÆne motion models for the set of test

sequences in Tab. I.

K = 10 decoded reference frames. We obtain an average bit-rate saving of 24 % over our set of 8 test

sequences in Tab. I. Finally, let us depict rate-distortion curves for this approach.

Figure 12 shows rate-distortion curves that are produced by the following three codecs

� TMN-10: The H.263 test model using Annexes D, F, I, J, and T [6].

� LTMP: As TMN-10, but motion compensation is extended to long-term memory prediction with

K = 10 decoded reference frames according to [8].

� MRPW+LTMP: As TMN-10, but motion compensation is extended to combined aÆne and long-

term memory prediction. The size of the long-term memory is selected as K = 10 frames. The

number of estimated aÆne motion models is N = 20.

Long-term memory MCP with 10 frames and without aÆne warping is always better than TMN-10 as

already demonstrated in [8]. Moreover, long-term memory MCP in combination with aÆne warping

is always better than the case without aÆne warping. Bit-rate savings up to 35 % can be achieved

that correspond to PSNR gains of 3 dB. For some sequences long-term memory prediction provides

the most gain (Tempete) while for other sequences the aÆne motion coder is more important (Mother

& Daughter).

V. Conclusions

The extension of long-term memory prediction by aÆne reference picture warping yields a superior

video coding scheme in terms of rate-distortion performance. When warping the prior decoded frame,

average bit-rate savings of 15.1 % against TMN-10 are reported for the case that 20 initial aÆne

motion models are used. For the measurements, reconstruction PSNR is equal to 34 dB for all cases

considered. These average bit-rate savings are measured over a set of 8 test sequences that represent
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Fig. 12. PSNR vs. overall bit-rate for the QCIF sequences Foreman (top left), Mobile & Calendar (top right), Mother

& Daughter (bottom left), and Tempete (bottom right).

a large variety of video content. Within the test set, these gains vary from 5 % to 25 %.

Long-term memory prediction has been already demonstrated as an eÆcient means to compress

motion video. The eÆciency in terms of rate-distortion performance is comparable to that of the aÆne

coder. The combination of the two approaches yields almost additive average gains. When employing

20 initial aÆne motion models and 10 reference frames, we obtain 24 % in average bit-rate savings

against TMN-10. The minimum bit-rate saving inside our test set is 15 % while maximum saving is

reported to be up to 35 %. These bit-rate savings correspond to gains in PSNR between 0.8 and 3 dB.

We have also found cases where the combination of aÆne and long-term memory prediction provide

more than additive gains. For subjective evaluations, bit-streams and a decoder can be down-loaded

via anonymous ftp from ftp.lnt.de/pub/wiegand/MRPW.
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