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ABSTRACT of the use of motion-compensated prediction, many

inter-picture dependencies exist among these decisions

Considering inter-picture dependencies when selectingthat are typically relevant for many pictures of a coded

transform coefficient levels in hybrid video coding can .
. : : . video sequence.
be done via formulating the decoding process as a lin- )
ear signal model and solving a quadratic program. The ~ 1here has been a large amount of work on opti-
basic method assumes motion estimation and quanti-Mization problems in hybrid video coding by other re-
zation parameters as being given and then selects thé€archers in the past. One particular focus has been on
transform coefficient levels. However, when motion Lagrangian optimization methods [3, 4, 5, 6] which we
vectors are determined in advance, motion estimation@/S0 utilize in our work. Work on considering the de-

must be conducted using uncoded reference picturesoe”de”CieS between the various encoding decisions has
which is known to deliver inferior results compared to focused on modelling these dependencies by trellises

motion estimation on decoded reference pictures. In Which allows the use of dynamic programming meth-
this work, we expand the basic method to incorpo- ods. Bit-allocation to DCT coefficients was p.roposed
rate the case where the motion estimation is consid-PY Ortega and Ramchandran for MPEG-2 Video [7],
ering decoded reference pictures. We propose an ap_and a version that handles the more complex structure
proach that iterates between transform coefficient se-Of the entropy coding of H.263 has been developed
lection and motion estimation. We find that a simple N [8]- The selection of other coding parameters such
two-pass iteration works reasonably well. Our sim- &S motion vectors and macroblock modes has been op-
ulation results using an H.264/AVC-conforming en- timizedin[9, 10,11,12, 13].

coder show coding gains up to 1 dB in comparison to In [14], we have presented a method that optimizes
the quantization method specified in the test model of the selection of transform coefficient levels considering
H.264/AVC. their impact across multiple pictures given the motion
vector field and macroblock mode selection. For that,
the bit allocation problem to transform coefficients in
hybrid video coding was formulated as a quadratic
program allowing the consideration of the impact of

1. INTRODUCTION

Hybrid codecs, such as H.264/AVC [1, 2] are the most ; . L
successful class of video compression designs. Thes he selection of a particular transform coefficient when
codecs produce a motion-compensated prediction as Ielng Sr_eferephced 'rl_ mot|or1{-c0mpensa'F|ng to;[hei;] sam-
well as a prediction residual. A hybrid video encoder pies. Since e Motion vectors are an input o the op-
makes many decisions in its attempt to achieve the timization problem, this formulation requires constant

best possible tradeoff between bit-rate and distortion motion vectors. In this work, we_havg extended the
given constraints on delay and complexity. Because method in [14] towards motion estimation on decoded
reference pictures. We show that the motion vectors

*Funded by a Fulbright Fellowship. need not be completely determined for the entire se-




guence to utilize the optimization problem approach. Let sg be the decoded samples for the current

Applying an iterative method allows us to use the lin- block B and cg be the transform coefficient levels

ear signal model to select transform coefficients while for the block B. Some previous publications on trans-

using motion vectors based on the reconstructed sam-<form coefficient optimization [7, 8] only considered the

ple values. choice ofcg to have an impact osg with regards to
This paper is organized as follows. In the next sec- distortion or bit-rate. The impact on other blocks was

tion, we define our problem. For completeness, in sec- ignored.

tion 3 we include how to optimize transform coefficient Moreover, many encoding algorithms (cp. [15]) de-

levels taking into account inter-picture dependencies termine the transform coefficient leveats of a block

by using a linear signal model and reformulating the ignoring the dependency dt on cg by simple quan-

problem as a quadratic program. Section 4 shows bytization of the associated transform coefficient levels

repeatedly applying the method for selecting transform according to

coefficient levels, better motion estimation is possible

than if it is only run once each picture. Section 5 gives c; = sgn(t;) = | (|t:| + £ *q)/q) (2)

results. ) ) o ) )
with ¢ being the quantization step size afitbeing the

dead-zone control parameter. But this way of obtaining

2. PROBLEM STATEMENT AND the levels is optimal only with respect to mean square
BACKGROUND error distortion measured between the original and re-
constructed samples for the current block. The impact

Consider the encoding process of a hybrid video en- of the introduced quantization error on samples refer-

coder such as H'26‘,”AVC [1,2]. At this §tage, lets ring to this block by motion compensation is not con-
assume that the motion vectors and quantization Para-gigered.

meters are already determined for the entire sequence,

although this assumption will be relaxed in section 4.

The first picture is coded as an intra picture and all 3. TRANSFORM COEFFICIENT LEVEL

other parts of the remaining pictures are coded using SELECTION

motion-compensated prediction. The task that remains

for the encoder is to determine the transform coefficient In this section, we briefly explain a method of selecting
levels that represent the residual signal in order to opti- transform coefficient levels considering inter-picture
mize some cost function of image fidelity and bit-rate. dependencies that are introduced by motion compen-

A common technique is to use a Lagrangian formula- Sation in hybrid video coding. As mentioned above, in
tion and to minimize a linear combination of distortion the next section, we will show how this method can be

and bit-rate D + AR [4, 5]. The most common distor- €xtended towards motion estimation on decoded refer-

tion measure is the mean squared error, which we also€nce pictures.
use. The bit-rate is typically a rather complicated func- ~ This description is done in 3 parts. First, we ex-
tion R(c) of the quantized transform coefficient levels press the relationship between the transform coeffi-
c. cient levels and the decoded samples via a linear sig-
Let's assume the encoding of a video sequence nal model for the decoder. Then, we set up the opti-
with K pictures of widthW and heightH samples  Mmization problem in (1) as a quadratic program. Third,
with a dynamic range ofd = {0..255} and letN = we explain a heuristic that obtains integer-valued trans-
K x W x H be the number of samples. The vec- form coefficient levels.
torv € A" represents the origindl’ sample values
with v; being thei’th sample value. Let(c) € A™ 31 Linear Signal Model for Hybrid Video Decod-
represent the reconstructed sample values after decod-mg
ing with s; being thei'th decoded sample value corre-
sponding tov;. Hence the problem of selecting trans- We assume that a decoded samplean be represented
form coefficient levels: can be written as: as a linear combination of previously decoded samples,
the corresponding residual sample, and a static predic-
minimize{ (v — s(c))” (v — s(c)) + AR(s,¢)} (1) tor. Hence, a linear model for as a signal equation



can be written as follows cording to the ordering of the relative to the positions
in the pictures.

The vectomp contains the motion-compensated pre-
The N x 1 vectors is a column vector containing all ~ diction signal for samples whose prediction depends on
decoded samples of the pictures that will be jointly op- Samples outside of th& pictures currently being op-
timized. TheN x N matrix M expresses the mo- timized. For example, the intra picture is currently not
tion compensation, i.e., mapping the decoded sampleoptimized by our algorithm and its samples are there-
s; onto the decoded Sampée. Note that for the linear fore outside the vectos. The contribution of these
signal modelM is a constant. The rows of thé x N intra samples to the values of all samplessiis ex-
matrix T' provide inverse scaling and transform of the Pressed after motion-compensating them towards each
transform coefficient levels in order to obtain the de-  s-
coded residual signal. The column vectop is a static
predictor which represents motion-compensated pre-
diction samples referencing decoded samples that are3.2. Quadratic Program Formulation
not part of the vectos.The construction oM, T, c,
andp is described in detail below.

The matrixM is constructed using the motion vec-
tors and reference picture indices that are assumed t
be fixed while optimizing transform coefficient lev-

s=st+u+p=Ms+Tc+p 3)

Given the signal model for hybrid video decoding in
(3), the minimization problem in (1) for transform co-
0efficient level selection can be written as

els. The values in the rown; of M express how minimize {(v—s)"(v—s) + AR(v.c)} (4)
each decoded sample incontributes to the motion- subjectto s=Ms+Tc+p (5)
compensated prediction sample fer. For exam-

ple, let's assume the prediction sampleis motion- Except for the functional relationship betweBrande,
compensated with integer-sample accuracy referencingthis is very close to a quadratic program. A quadratic
the samples,. Thenm,, = 1andm;; =0 Y j # 2. program is a problem of the form

In a more complicated example, assume that the pre-

diction sample fors; is the result of 1/2 pixel motion minimize {e"Hz + fTz}

estlmanon, Where the H.264/AVC 6-tap filter _mu;t be subject to Az — b ©)

applied. In this case, there are 6 non-zero entriea jn

[1-520 20 -5 1)/32. The indices of these non-zero en- Ex<g

tries depend on the motion vector, the reference picture

index for motion compensation, and the position of the Where = is a column vector of real variables and

current sample. Note that; could have 36 non-zero 2’ Hz is a convex function inc. The advantage of

entries if the 1/2 pixel filter must be applied twice to having our problem in the form of a quadratic program

construct the prediction sample. If B-pictures are used, i that efficient algorithms exist to find the optinal

m; could have up to 72 non-zero entries. Note also Note that the actual bit-rate is a very complex func-

that we are ignoring any rounding in the description of tion of c. However, transform coefficient levels with a

fractional-sample interpolation. smaller absolute value almost always result in a smaller
The matrix T is constructed using the 4x4 in- rate. Therefore, in order to obtain a piece-wise lin-

verse transform and the inverse scaling equations ofear approximation of?(c), the following rate model

H.264/AVC. Letsp be a 4x4 block of decoded sam- is used

ples. Ignoring roundmg, the re_S|duaI samplesﬁxy R(c) ~ Z max(0, |ci| — @) @)

that are used to obtainig are given by a linear com- ;

bination of 16 transform coefficient levels &. The

weights in this linear combination are determined by The reason for the introduction of the integer scaler

the inverse transform used, the position of the residual w € A will be explained in the next section and

sample withinB, the position of the transform coef- can be assumed for now to be equal to 0. We make our

ficient level within B, and quantization parameter for problem a quadratic program by allowisg, ¢ € R”

B. Note that the non-zero entries Bfare located ac- and introducing another variabke € R™ such that



r; > |¢;| ¥ i. Our problem is now:
minimize
subject to

sTs—2sTv+ X117
s=Ms+Tc+p
r>c—wl (8)

r>—c—wl
r>0
wherel is a vector with every entry equal to or®,is

a vector with every entry equal to zero, and our vari-
ables ares, ¢, andr. It can be shown that the above

6 Set\ = \; in optimization (8)

7 If ¢is not empty, go to step 1, otherwise stop

When the algorithm is finishedis empty, and the so-
lution to the problem in (8) is ii¢ with elements;
Conceptually, we are solving for the transform co-
efficient levels whose value are equalic= |w] each
time. Our rate function acts as a penalty function on
> le;i|l. Thew in the rate function adds a "free” zone
for ¢;s less thanp. This type of penalty function in a

formulation can be mapped into the quadratic program guadratic program tends to have solutions with a rela-

in (6). A mapping is given in the appendix.

3.3. Determination of Integer-Valued Transform
Coefficient Levels

A quadratic program solver solver, such as
MOSEK][16], can solve (8) and return the opti-
mal real-valued values for the unknown variables.
However, the transform coefficient levels must be inte-
ger valued. The simplest heuristic would be to round
each non-integee; to the nearest integer. Although
this yields a reasonable result fer the reconstructed
samples based on integer valuedre different than
those from the real valued Thus the resulting PSNR
is very likely to be lower than the above algorithm
calculated it would be. This is somewhat ameliorated
by rounding only a subset af, adding the effect of
the determined elements efinto the static predictor
p, removing the unneeded columns Bf and then
re-solving (8) with the now smaller problem. This

tively large number o€;s atw as desired [17].

By changing)\ with each value ofi we are able to
effectively represent rate models other than the linear
one shown in (7). For example, by decreasim a
logarithmic manner, we can better approximate a loga-
rithmic rate function. Empirically, we have found that
letting A\g = 41 and)\; = Ay = A3 works reasonably
well. We have chosen these values in our experiments
in section 5.

The choice ob andA is a trade-off between com-
putation time and coding efficiency. Empirically, we
have found that the values 6f= 0.5 andA = 1 offer
a reasonable trade-off. We have used these values in
our experiments in section 5.

4. MOTION VECTOR UPDATE

4.1. Problem

gives the quadratic program solver a chance to take theThe above approach enables us to select transform co-
rounding into account for the remaining unknowns of efficient levels given the quantization parameters and
¢, which is especially helpful for the unknowns of  motion vector field. However, it is known that select-
in the same 4x4 blocks as the determined and roundeding motion vectors based on decoded reference pictures
elements ot. We repeat this process until all othas gives superior performance compared to selecting mo-
been rounded. tion vectors on uncoded reference pictures. Thus we
The iterative algorithm is given as follows. Note would like to be able to change motion vectors as we
thatt; is theith column ofT'. encode a picture. A challenge is that the motion vec-
tors must be held fixed for tHature pictures while the

0 Initialize w = 4 transform coefficient levels are selected for the current

1 Setd = [w)] picture using the above algorithm. Thus, we have a
2 Solve (8) obtaining non-integer valued elements chicken-and-egg problem. We would like to use mo-
inc tion vectors for future pictures that are derived from

the decoded picture for the current picture, but this de-
coded picture depends on transform coefficients that
we would like to calculate using inter-picture optimiza-
tion which needs motion vectors for future pictures.

3 Foralle < w, é = |¢; + 0.5/, remove the row
t; from T, and update = p + é;t;

4 For allc > w, assign them te

5 Setw =w+ A



4.2. Solution 4 Run the inter-picture transform coefficient levels

_ ) optimization with parametek.
Our proposed solution to the chicken-and-egg prob-

lem is to use an iterative approach. The basic idea > Recompute the motion vectors for the fikst- 1
is to use a guess for the transform coefficient levels pictures in the group.

and use this guess to compute motion vectors for fu- 6 Seth— k+ 1

ture pictures. We then refine our choice of transform
coefficients for the current picture using inter-picture 7 If k < K, goto step (4)

optimization. Next, we recalculate the motion vectors 8 If k > K, save transform coefficient levels and

based on the new transform coefficients. motion vectors for first picture. If more pictures
In our following description we lek be the num- exist, go to step (2) for next group &f pictures
ber of pictures we wish to jointly optimize over, ahd (picture 2 thoughK + 1 in the old ordering).

be a parameter that can be passed to the algorithm of
section 3. As we will seé is not always equal téx.
We notice that for the first picture of the grouplef

pictures the motion-compensated prediction samplesWe have conducted experiments to verify our al-

can be computed exactly, since all the previous pic- . : .
P Y P X gorithm using a video codec that conforms to

tres are alrgady encoded and decode_d_ reference pICF—|.264/AVC [1]. As mentioned earlier, we fix the quan-
tures are available. The transform coefficient levels are

then selected for this picture without looking at future tization parameter. Motion estimation is performed as

. : . : . ; .. described in section 4 and is conducted using the La-
pictures. That is, the algorithm in section 3 is run with . . .
k = 1. These levels are used to calculate the motion 9'2"9'a" approach as described in [18]. The Lagrange

vectors for the 2nd picture. Then the transform coef- par?_T:tﬁrrslf ﬁiﬁfeh?ssiggecgogglgi t%E’:]' icture and
ficients are jointly selected for both of these pictures, rst pic . pig X
again by running the algorithm in section 3 with= 2. al remaining pictures are coded as Inter pictures ei-
The motion vectors for picture 2 are recalculated basedther using P orB shceg. _The dgblockmg filter is usgd,
on the new transform coefficients of picture 1 and the and inter-picture pred|gt|on utilizes 5 refe'rence pic-
coefficients from the 2nd picture are then used to se- :uLeIS' klr\InOtg th\?vtitrilﬁ ig;s’?”?\’\tl trhe use of intra mac-
lect the motion vectors for the 3rd picture. At which oblock modes er pictures.

point, we can call the transform selection algorithm Results reported in Fig. 1 and Fig. 2 are obtained
with k = 3. This process is repeated unkil = K from the QCIF sequences Flowergarden and Tempete.

pictures. For all sequences, 50 pictures are encoded at 30 Hz.

Then the transform coefficient levels and motion ¢ Fig. 1 sho%/vs thet resultsdwr;lentﬁodlng tthe f|rst_tpr)]|cF—)
vectors for the first picture are saved, while all other lf.re as 3\? intra pC;c urle gn 3 30 .etr pellcg ures t\INI
transform coefficient levels and motion vectors are dis- > cc>:  YVe consider 1, 2 and s pictur )(jointly.
carded. We then, in a "sliding window” fashion, op- The casei’ = 1 was obtained using the test model for
timize the next group ofC pictures (pictures 2 though H.264/AVC. When maving from considering’ = 1

: : : ; ; to K = 2 pictures jointly, a PSNR gain 0.4 dB can be
K+1inthe old ordering) using the technique described X : :
in ;Lelprevious paraglgrgZ)lrJ] g qu I measured at low-bit rates and 0.9 dB at high-bit rates

To summarize, we propose using the following for Flowergarden (top) and 0.4 dB for 'Tempete (bot-
steps to encode a video sequence: tom). Moving fr_omK = 2to K = 3 provides another

0.4 dB at low-bit rates and another 0.1 dB at high rates

0 Encode the intra-picture use a conventional tech- giving a total gain of 0.8 dB and 1.'0 dB r.espectlvely

nique. Please note that our method does not Op_for FIowgrgarden. For Tempete this provides another
timize the Intra picture. 0.3 d_B, giving a total gain of 0.7 dB. _ _ _

i ] ) ) Fig. 2 shows the results when coding the first pic-

1 Consider the first group ok’ inter-pictures. ture as an intra picture, every second pictures with P

2 Setk=1 slices and the immediate pictures with B slices. For

3 Compute the motion vectors for the 1st picture Flowergarden (top), when moving from considering
in the group ofK pictures K = 1to K = 3 pictures jointly, a PSNR gain of

5. RESULTS
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Fig. 1. PSNR vs. bit-rate for the sequences Flower- Fig. 2. PSNR vs. bit-rate for the sequences Flow-
garden (top) and Tempete (bottom) when using IPPP...ergarden (top) and Tempete (bottom) when using
coding with five reference pictures. IBPBPBP... coding with five reference pictures.

about 0.7 dB is observed. For Tempete (bottom), a gain

of 0.3 dB is seen. Although the current work does not include intra-

pictures and intra-blocks, there may be a fairly straight-
forward extension to these cases.

After a group ofK pictures are considered and en-

We have expanded a strategy of selecting transform co-c0ded using the ideas in the paper, instead of retaining
efficient levels considering the inter-picture dependen- the transform coefficient levels and motion vectors for
cies produced by motion compensation in hybrid video the entire 1st picture of this group, one could only re-
coding to work with motion vectors on reconstructed t@n the transform coefficient levels fror_n samples that
pictures. The algorithm consists of iterating between did do not depend on other samples in the group of
estimating transform coefficients and motion vectors. /& Pictures for their motion compensated prediction.
The simulation results using the video coding standard However, this would increase encoding time.
H.264/AVC show coding gains of up to 1.0 dB in com- Reducing coding time is also future work. The cur-
parison to the quantization strategy specified in the testrent algorithm is not ideal for real-time encoding or
model of H.264/AVC. low-delay encoding. Future work will investigate both

Opportunities exist to further expand this method. ways to reduce encoding time while maintaining the
One direction is to include the motion vectors varia- majority of the gains, as well as the tradeoffs in gen-
tions within one pass of the optimization. Anotheristo eral between the computational complexity and coding
include quantization parameter changes. efficiency gains for various features of the algorithm.

6. CONCLUSIONS AND FUTURE WORK
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Appendix: Quadratic Program Mapping

For completeness, we include how the the optimzation
problem in (8) can be mapped into the standard form
of a quadratic program (6). This mapping is done by
the following equations.

(9)

8
I
—
SO0
[

I 0 O
H=|0 0 0 (10)
0 0 O
—2v
f=1 On (11)
My
A=[I-M -T 0] (12)
b=p (13)
—wly
g=| —wly (14)
Oy
o I -I
E=|0 -1 —-I (15)
o 0 -I

where0 is the N x N all zero matrix,I istheN x N
identity matrix,0x is a N x 1 column vector of all
zeros, and i is aN x 1 column vector of all ones.



