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ABSTRACT

Transmission of hybrid coded video including motion compensa-
tion and spatial prediction over error-prone channels results in
the well-known problem of spatio-temporal error propagation at
the decoder. A widely accepted standard-compliant technique to
enhance the quality of the decoded video significantly is the
more frequent introduction of intra-coded macroblocks.. How-
ever, intra-coded information generally requires more bit rate.
Therefore, a careful selection of intra-updates in terms of rate
and distortion is necessary. A flexible and robust rate-distortion
optimization technique is presented to select coding mode and
reference frame for each macroblock. The channel statistics are
included in the optimization process. We derive a method to
obtain an estimate of the decoder pixel distortion at the encoder.
The presented techniques are verified within the new
H.26L/JVT video coding standard based on common test condi-
tions.

1 INTRODUCTION

The transmission of video over packet lossy network is more
important than ever before. Motivated by the increasing traffic
on packet switched networks like ATM or the Internet, there is
tremendous interest for robust image and video transmission for
lossy packet networks. Though the theoretical framework for
packet lossy transmission is well-known under the acronym
multiple description coding [1], the application to video trans-
mission still seems to be an open problem. The highly complex
temporal and spatial prediction mechanisms included in modern
video codecs like JVT/H.26L [2]! coding result in catastrophic
error propagation in case of packet losses. Transmission errors
could be reduced by appropriate channel coding techniques. For
channels without memory, such as the AWGN channel, channel-
coding techniques provide very significant reductions of trans-
mission. errors at a comparably moderate bit-rate overhead. For
the mobile fading channel [3] and the Internet [4], however, the
effective use of forward error correction and re-transmission is
limited when assuming a small end-to-end delay. Here, the use
of error resilience techniques in the source codec becomes im-
portant.

In standardized video decoders like H.26L/JVT coding quick
recovery can only be achieved when image regions are encoded
in Intra mode, i.e., without reference to a previously coded
frame. The Intra mode, however, is not selected very frequently
during normal encoding and completely Intra coded frames are

' All referenced standard documents can be accessed via anonymous ftp at
fip://standard.pictel.com and ftp:/ftp.imtc-files.org
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not usually inserted in real-time encoded video as is done for
storage or broadcast applications. Instead, only single macrob-
locks are encoded in Intra mode for regions that cannot be pre-
dicted efficiently. Conservative approaches transmit a number of
Intra coded macroblocks anticipating transmission errors. In this
situation, the selection of Intra coded macroblocks can be done
either randomly or preferably in a certain update pattern. For
example, Zhu [2] has investigated update patterns of different
shape, such as 9 randomly distributed macroblocks, 1x9, or 3x3
groups of macroblocks. Although the shape of different patterns
slightly influences the performance, the selection of the correct
Intra percentage has a significantly higher influence. In [6] and
[7], it is shown that it is advantageous to consider the image
content when deciding on the frequency of Intra coding. For
example, image regions that cannot be concealed very well
should be refreshed more often, whereas no Intra coding is nec-
essary for completely static background.

More recent work considers the use of Lagrangian macrob-
lock mode decision [8][9] when assigning Intra macroblocks
with significant improvements in rate distortion performance. In
[10}{11][12}, random reconstruction results at the decoder side
are considered which depend on the statistics of the transmis-
sion errors that cause a concealment and the motion compensa-
tion that determines the inter-frame error propagation. The re-
construction quality at the decoder, i.e., the average decoding
distortion, is determined by the source coding distortion, which
quantifies the error between the original signal and the recon-
structed signal at the encoder, and the divergence between en-
coder and decoder.

In this work we will present on a similar method to obtain a
rate-distortion optimized H.26L encoder for packet lossy net-
works. However, a different complex but robust approach to
estimate the decoder distortion is introduced. The good per-
formance of this new algorithm and the suitability of H.26L/JVT
for packet lossy networks are verified by experimental results.

2  PACKET LOSS-OPTIMIZED ENCODER

2.1  Problem Formulation

The investigated video transmission system is shown in Figure
1. H.26L/JVT video encoding is based on a sequential encoding
of frames denoted with the index n,n=1,...,N with N the
total number of frames to be encoded. In most existing video
coding standards including H.26L, within each frame video
encoding is typically based on sequential encoding of macrob-
locks denoted by index m,m=1,....M where M is total
number of macroblocks in one frame and depends on the spatial
resolution of the video sequence. Macroblocks are generally
quadratic with size /T x /T pixel, i.e. one macroblock contains
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I pixel and the position is denoted with i where 1 =1,...1.
The pixel value in the original sequence in frame n and mac-
roblock m at macroblock position ¢ is denoted as s, .

H.26L/JVT coding consists of the motion compensation and
the residual coding stage. The task of residual coding is to refine
signal parts that are not sufficiently well represented by motion-
compensated prediction. From the viewpoint of bit allocation
strategies, the various modes relate to various bit rate partitions.
The concept of selecting appropriate coding options in many
source-coding standards is based on rate-distortion based algo-
rithms. The two cost terms “rate” and “distortion” are linearly
combined and the mode is selected such that the total cost is
minimized. This can be formalized by defining the set of select-
able coding options for one macroblock as © . In hybrid video
coding systems the macroblock mode can be selected from the
set of macroblock modes 97 . In the following, we assume that
we only transmit one I-picture at the beginning of the video
sequence and P-pictures for the remainder. However, the pre-
sented algorithm can be extended easily to other picture types
like B or multi-hypothesis pictures. Therefore, we assume that
the set of macroblock modes consists of two subsets, one includ-
ing macroblock modes, which employ temporal prediction, de-
noted as M, and one including pure intra coding without any
prediction denoted as 9. Obviously, for I-pictures the macrob-
lock mode can only be selected from 90, . In H.26L, not only
the mode of the macroblock can be se]ected but also the refer-
ence frame from the set of accessible reference frames R can be
chosen [13]. The cardinality of set of reference frames |2R| speci-
fies the maximum number of reference frames. The set of acces-
sible coding options for P-frames is defined as all possible com-
binations of macroblock modes and reference frames, i.e.
o) —{SUI M, xR . Therefore rate-constrained mode deci-
sion selects the coding option o}, , for macroblock ™ in frame
n such that the Lagrangian cost functional is minimized, i.e.

o, ., =argmin{D, (0)+ AR, , (0)).
; ogggm(. R, ) )

In the H.26L test model for coding efficiency, the distortion
D, . (0) is the sum of squared pixel differences (SSD), i.e.

Dpp@=3" s, - (o)| @

where § n.m (0) 18 the reconstructed plxel value at the decoder
in frame n"and MB m at position ¢ when encoding with mac-
roblock mode o. The rate R, ,, (o) is simply obtained by encod-
ing with mode o and the Lagrange parameter is selected as
A=C| -29/3 with C, =085 [14].
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Transform

Figure 1 Video transmission over packet loss channels.

The generated video data is packetized and transmitted over
a packet lossy channel. The channel behavior ¢ when transmit-
ting frame n is defined by a binary sequence {0,1}"" with
m(n) the number of packets necessary to transmit frame
1,...,n. A 0 in the channel sequence indicates a correctly re-

ceived packet whereas a 1 indicates a lost packet. We denote
the binary channel loss sequence up to frame n as ¢, indi-
cating the length of this sequence 7 (n)in the index. <V(7e can
assume that the decoder is aware of the channel behavior as
appropriate error detection mechanisms like block check se-
quences and sequence numbering are applied in common trans-
port protocols. Although feedback [16] might be used to convey
the channel loss sequence to the encoder, in general we can not
assume that the encoder is aware of the channel sequence ¢,
when encoding frame n + 1. Therefore, we define the channel
loss sequence as a random variable denoted as C, . and assume
that the encoder knows at least the statistics of this sequence by,
e.g.. RTCP messages.

The decoder decodes the received sequence of packets.
Whereas correctly received packets are decoded as usual for the
lost packet an error concealment algorithm has to be invoked.
The reconstructed pixel s m¢ at position i in macroblock m
and frame n depends on the encoding mode, the channel behav-
ior and on the decoder error concealment. Note that due to the
motion compensation process the reconstructed image depends
not only on the lost packets for the current frame but in general
on the entire channel loss sequence C, . We denote this de-
pendency as 5, .(0,C, |. The encoder can get an estimate of
the reconstructed value at the decoder and, therefore, of the
expected distortion as
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where the expectation is over the channel C, ..

2.2  Estimate of Decoder Pixel Distortion

The estimate of the expected pixel distortion in packet loss en-
vironment has been addressed in several previous papers.’
Whereas for example in [11] or [12] models to estimate the
pixel distortion are defined, the recursive optimal per-pixel
estimate (ROPE) algorithm [10] provides an accurate estimation

by keep g track of e first and second moment of s””
Eis { and E43 , respectively. However, the extension
of thé ROPE alg rithn to H. 26L/JVT coding is not straight-

forward. The in-loop filter, the sub-pel motion accuracy and the
advanced error concealment require taking into account the ex-
pectation of products of pixels at different positions to obtain an
accurate estimation which makes the ROPE unfeasible in this
case. Therefore, we have chosen a different method for ap-
proximating the expected decoding distortion without attempt-
ing to provide a comparison of the complexity of the two meth-
ods which is subject to future work.

Let us assume that we have K copies of the random variable
channel behavior at the encoder, denoted as C, (k). Addi-

tionally, assume that the set of random variables
Crin k), k=1,...,K are identically and independently distrib-

uted (iid). Then as K — oo, it follows by the strong law of
large numbers that
2

1 & "
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holds with probability 1. An interpretation of the left hand side
leads to a simple solution of the previously stated problem to
estimate the expected pixel distortion. In the encoder K copies
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of the random variable channel behavior and the decoder are
operated. The reconstruction of the pixel value depends on the
channel behavior C, (k) and the decoder including error con-
cealment. The K copies of channel and decoder pairs in the
encoder operate independently. Therefore, the expected distor-
tion at the decoder can be estimated accurately in the encoder if

K is chosen large enough.
2.3  Implementation of Mode Selection Algorithm

In [15] it was shown that the mode selection for packet lossy
channels with packet loss probability p can be carried out ac-
cording to

0y = argmin (ﬁn,m )+ (:',\2‘1/3}2,,'” (o)) , (5)

0€ED

where D, .. (0) defines the expected distortion for macroblock
m in frame 7 assuming that all transmission packets of frame
n are received correctly, but the reference frames are erroneous
based on the random packet loss sequence C__ .. Addition-
ally, it was shown in [15] that the Lagrange parameter should be
adapted to a value €, <, depending on the selected mode
and the loss rate. However, the benefits are marginal and, there-
fore, due to simplicity it is proposed to set C, = C, . For the
error-robust macroblock mode and reference frame selection in
frame n we therefore encode each macroblock m with each
accessible macroblock mode o € ©. Then, for each combina-
tion (n,m,0) we decode this macroblock K times based on the
reference frames generated by the independent channel realiza-
tions C (k) and compute the expected distortion D, , (o)
similar 7(‘8' *(lti) as the arithmetic mean of the SSD for each de-
coded MB in each of the K channel-decoder pairs. After encod-
ing the entire frame n the reference frame buffer in each chan-
nel-decoder pair is updated by independently applying channel
realizations to each packet of the transmitted frame. Obviously,
the method is rather complex as K times the complexity and
the memory requirement of decoder is necessary in the encoder.
However, due to the simplicity, robustness, and flexibility of the
approach and the good converging properties for even low K
this approach is very suitable to obtain performance bounds and
obviously allows online encoding.

3 EXPERIMENTAL RESULTS

3.1 Estimated Decoder Distortion

We will compare the estimation of the decoder distortion for the
algorithm developed in Section 2 to the ROPE algorithm [10] in
the H.26L test model encoder. For the ROPE based system we
use the nearest full-pel motion vector and we ignore the loop
filter operation for the recursive estimation of first and second
order of the pixel expectation. For both algorithms we apply
simple previous frame concealment and we encode the test se-
quence Foreman (QCIF, 75 frames, 7.5 fps, QP 20, 11 MB per
transmission packet, mode selection according to Section 2 with
statistical independent packet loss rate 10%). In Figure 2 the
PSNR for error-free transmission, the PSNR of the expected
decoder distortion ( K = 500 channel-decoder pairs) for each
frame is plotted and compared to the corresponding ROPE algo-
rithm. For most frame numbers the expected distortion and the
ROPE give very similar results. However, for some parts the
difference is significant. Especially in the last frames where
sub-pixel global motion dominates the sequence activity, the
full-pel ROPE can not accurately estimate the decoder distor-

tion. This shows the necessity of the computation of the ex-
pected decoder according to Section 2 as the difference to the
real distortion can be significant with full-pel ROPE. To obtain
a reasonable value for the number of channel-decoder pairs in
the encoder, the PSNR of the average distortion plus and minus
the standard deviation of the distortion when using K =1 and
K = 30 channel-decoder pairs is shown. This gives hints on the
performance of the decoder estimation when using a certain
number of decoders. Note that the standard deviation from the
actual expected distortion decays with 1/v/K . It can be ob-
served that for K = 30 the expected distortion for most cases
is very close to the real distortion as the standard deviation is
small. Therefore, we select this value K =30 for the imple-
mentation of the mode selection.
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Figure 2 PSNR of encoder and expected decoder distortion for
K=500 and full-pel ROPE algorithm over frame number. Addi-
tionally, the PSNR of the average distortion plus and minus the
standard deviation of the distortion when using K =1 and
K = 30 channel-decoder pairs is shown.

3.2 Results for IP Common Test Conditions

We present results based on the common test conditions for
wireline, conversational, IP/UDP/RTP based systems for
H.26L/JVT coding and compare to H.263+ anchor performance
[17]. The details of the simulation conditions are provided in
[18]. However, we will summarize the most important simula-
tion parameters. The test sequence Foreman (QCIF, 75 frames,
7.5 fps, maximum bit rate 64 kbit/s) and the test sequence Paris
(CIF, 150 frames, 15 fps, maximum bit rate 144 kbit/s) are
looped, encoded, packetized (2 RTP packets per video frame)
and transmitted over Internet error patterns with different error
patterns of approximately 3, 5, 10, and 20%. The performance
measure applied is the modified average PSNR which compares
the reproduced frame to all pictures of the source file at a frame
rate of 30 fps to take into account lost frames. For H.263+, a
rate control to meet the maximum bit-rate is used and an error
resilient macroblock mode selection similar to the advanced
method as described in [11] is applied. For H.26L a pseudo-
random (PR) intra-update based on [7] with loss adaptive re-
fresh rate as well as the rate-distortion optimized (RDO) mode
selection according to Section 2 with K = 30 channel-decoder
pairs with independent losses is used. The error concealment at
the decoder is according to [19] whereas for the RD optimiza-
tion the previous frame concealment is used. As the H.26L test
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model does not yet include a rate control, one quantization pa-
rameter for the entire is selected in order to stay below the
maximum bit-rate. Note that due slight differences in the simu-
lation conditions, H.263+ and H.26L results are not exactly
comparable. However, we are confident that the tendencies of
the reported results hold. Also the statistics for the experiments
are sufficient.
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Figure 3 Modified Y-PSNR in dB over packet loss probability of
Internet error patterns for H.263+ Internet anchor streams,
H.26L with pseudo-random (PR) intra-updates and rate-
distortion optimized (RDO) intra update.

The results of several experiments are shown in Figure 3.
The modified PSNR is plotted over the packet loss rate referring
to the error patterns. It can be observed that H.26L outperforms
H.263+ for both sequences even without the error-resilient RD-
optimization as presented previously. The pseudo-random intra
update is already quite effective. This is as the RD-optimization
introduced for coding efficiency already selects intra MBs quite
frequently to obtain good coding performance and the overall
compression efficiency is significantly better. In addition, the
RD optimization provides significant additional increase in
quality. For example for the 10% error case the gains are about
2 dB in PSNR when compared with pseudo-random intra up-
date. The subjective results match the results based on the
modified PSNR very well. Appropriate sequences are presented.

4 CONCLUSIONS AND OUTLOOK

In this work we apply a widely accepted standard-compliant
technique to enhance the quality of H.261/JVT coded video
transmitted over packet lossy networks. The macroblock mode
and the reference frame selection are extended to include the
expected decoder distortion in the Lagrangian mode decision
This allows a careful placement of rate-expensive intra-coded
macroblocks. A flexible and robust, but rather complex method
to derive the expected decoder distortion at the encoder is intro-
duced. This allows taking into account all H.26L/JVT features,
any kind of channel statistics and the decoder error concealment
in this mode selection process. The good performance of this
new algorithm as well as the suitability of H.26L/JVT coding for
packet lossy networks are verified for common Internet test con-
ditions. Future work includes the combination of the work with
advanced error concealment strategies [19], combination with
appropriate rate control schemes, a comparison with an ad-
vanced ROPE algorithm to estimate the decoder distortion in the
encoder, and, finally, the inclusions of feedback information in
the mode selection.
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