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Abstract—Affine motion compensation is combined with
long-term memory motion-compensated prediction. The idea is
to determine several affine motion parameter sets on subareas of
the image. Then, for each affine motion parameter set, a complete
reference picture is warped and inserted into the multipicture
buffer. Given the multipicture buffer of decoded pictures and
affine warped versions thereof, block-based translational mo-
tion-compensated prediction and Lagrangian coder control are
utilized. The affine motion parameters are transmitted as side
information requiring additional bit rate. Hence, the utility of each
reference picture and, with that, each affine motion parameter
set is tested for its rate-distortion efficiency. The combination of
affine and long-term memory motion-compensated prediction
provides a highly efficient video compression scheme in terms of
rate-distortion performance. The two incorporated multipicture
concepts complement each other well providing almost additive
rate-distortion gains. When warping the prior decoded picture,
average bit-rate savings of 15% against TMN-10, the test model of
ITU-T Recommendation H.263, are reported for the case that 20
warped reference pictures are used. When employing 20 warped
reference pictures and 10 decoded reference pictures, average
bit-rate savings of 24% can be obtained for a set of eight test
sequences. These bit-rate savings correspond to gains in PSNR
between 0.8–3 dB. For some cases, the combination of affine and
long-term memory motion-compensated prediction provides more
than additive gains.

Index Terms—Affine motion model, H.263, multipicture motion
compensation, video coding.

I. INTRODUCTION

THE most successful class of today’s video compres-
sion schemes are called hybrid codecs. The concept of

block-based motion-compensated prediction (MCP) is preva-
lent in all these coding schemes [1]. The achievable MCP
performance can be increased by reducing the size of the
motion-compensated blocks [2]. However, the bit rate must
be assigned carefully to the motion vectors of these smaller
blocks. Therefore, rate-constrained motion estimation is often
employed yielding improved compression efficiency [2], [3],
[1]. In rate-constrained motion estimation, a Lagrangian cost
function is minimized, where distortion is
weighted against rate using a Lagrange multiplier . More-
over, the macroblock mode decision should also be based on
Lagrangian optimization techniques [4].
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Long-term MCP [5], [6] increases the efficiency of video
compression schemes by utilizing several past pictures that are
assembled in a multipicture buffer. This buffer is simultaneously
maintained at encoder and decoder. Block-based MCP is per-
formed using motion vectors that consist of a spatial displace-
ment and a picture reference to address a block in the multipic-
ture buffer. Rate-constrained motion estimation is employed to
control the bit rate of the motion data. The ITU-T Video Coding
Experts Group (ITU-T/SG16/Q.6) has decided to adopt this fea-
ture as an Annex to the H.263 standard [7]. Moreover, the recent
H.264/AVC video coding standard contains long-term MCP as
a mandatory feature in all profiles [8], [9].

While long-term memory MCP extends the motion model
to exploit long-term dependencies in the video sequence, the
motion model remains translational. However, independently
moving objects in combination with camera motion and focal
length change lead to a sophisticated motion vector field which
may not be efficiently approximated by a translational motion
model. With an increasing time interval between video pictures,
as is the case when employing long-term memory MCP, this
effect is further enhanced since more sophisticated motion is
likely to occur. Hence, the efficiency of coding the motion in-
formation is often increased by enhancing the motion model.

In an early work, Tsai and Huang derive a parametric motion
model that relates the motion of planar objects in the scene to the
observable motion field in the image plane for a perspective pro-
jection model [10]. The eight parameters of this model are esti-
mated using corresponding feature points [10]. However, noisy
feature point correspondences typically have a strong effect on
the accuracy of the parameter estimate. In [11], Hoetter and
Thoma approximate the planar object motion using a two-di-
mensional quadratic model of twelve parameters. The parame-
ters are estimated using spatial and temporal intensity gradients
which drastically improves the parameter estimates in the pres-
ence of noise.

Various researchers have utilized affine and bilinear motion
models for object-based or region-based coding of image se-
quences, e.g., see [12]–[17]. The motion parameters are esti-
mated such that they lead to an efficient representation of the
motion field inside the corresponding image partition. Due to
the mutual dependency of motion estimation and image parti-
tion a combined estimation must be utilized. This results in a
sophisticated optimization task which usually is computation-
ally demanding.

Other researchers have used affine or bilinear motion models
in conjunction with a block-based approach to reduce the bit rate
for transmitting the image segmentation [18], [19]. They have
faced the problem that, especially at low bit rates, the overhead
associated with higher order motion models that are assigned to
smaller size blocks might be prohibitive. A combination of the
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block-based and the region-based approach is presented in [20].
Karczewicz et al. report in [20] that the use of the twelve-param-
eter motion model in conjunction with a coarse segmentation
of the video picture into regions, that consist of a set of con-
nected blocks of size 8 8 samples, can be beneficial in terms
of coding efficiency.

Within the MPEG-4 standardization group, a technique
called Sprites has been considered [21]–[23]. Sprites can ex-
ploit long-term statistical dependencies similar to background
memory techniques [24]–[26], [21], [27]. The advantage of
Sprites is that they can robustly handle camera motion. In
addition, image content that temporarily leaves the field of view
can be more efficiently represented. The motion model used is
typically a six-parameter affine model or an eight-parameter
perspective model. The generation of the background mosaic is
conducted either online or offline and the two approaches are
referred to as Dynamic Sprites and Static Sprites, respectively.
So far, only Static Sprites are part of the MPEG-4 standard [28].
For Static Sprites, an iterative procedure is applied to analyze
the motion in a video sequences of several seconds to arrive at
robust segmentation results. This introduces a delay problem
that cannot be resolved in interactive applications. On the other
hand, the online estimation problem for Dynamic Sprites has
been very difficult to solve and with advantages being reported
in [23].

An interesting generalization of the background memory and
Sprite techniques has been proposed by Wang and Adelson,
wherein the image sequence is represented by layers [29]. In
addition to the background, the so-called layered coding tech-
nique can represent other objects in the scene as well. As for
Static Sprites, the layers are determined by an iterative analysis
of the motion in a complete image sequence of several seconds.

A simplification of the clustering problem in object-based or
region-based coding and the parameter estimation in Sprite and
layered coding is achieved by restricting the motion compensa-
tion to one global model that compensates for the camera motion
and focal length changes [30]–[32]. Often, the background in
the scene is assumed to be static and motion of the background
in the image plane is considered to be camera motion. For the
global motion compensation of the background, often an affine
motion model is used where the parameters are estimated typ-
ically using two steps. In the first step, the motion parameters
are estimated for the entire image, and, in the second step, the
largest motion cluster is extracted. The globally motion-com-
pensated picture is either provided additionally as a second ref-
erence picture or the prior decoded picture is replaced. Given the
globally motion-compensated image as a reference picture, typ-
ically a block-based hybrid video coder conducts translational
motion compensation. The drawback of global motion compen-
sation is the limitation in rate-distortion performance due to the
restriction to one motion parameter vector per picture. The ben-
efits of this approach are the avoidance of sophisticated segmen-
tation and parameter estimation problems. Global motion com-
pensation is therefore standardized as an Annex of H.263 [7]
and part of MPEG-4’s Advanced Simple Profile [28] to enhance
coding efficiency mainly for on-line encoding of video.

In this paper, the global motion compensation idea is ex-
tended to employing several affine motion parameter sets. The

estimation of the various affine motion parameter sets is con-
ducted so as to handle multiple independently moving objects
in combination with camera motion and focal length change.
Long-term statistical dependencies are exploited as well by in-
corporating long-term memory MCP. The paper is organized as
follows. In Section II, the extension of long-term memory MCP
to affine motion compensation is explained. The coder control
is described in Section III, where the estimation procedure for
the affine motion parameters and the reference picture warping
are presented. Then, the determination of an efficient number
of affine motion parameter sets is described. Finally, in Sec-
tion IV, experimental results are presented when incorporating
affine multipicture MCP into an H.263 codec. The rate-distor-
tion performance in comparison to TMN-10 (the test model of
H.263) and the extension of TMN-10 by long-term memory
MCP is provided.

II. AFFINE MULTIPICTURE MOTION COMPENSATION

In this section, affine multipicture motion compensation is ex-
plained. First, the extension of the multipicture buffer by warped
versions of decoded pictures is described. Then, the necessary
syntax extensions are outlined and the affine motion model, i.e.,
the equations that relate the affine motion parameters to the
sample-wise motion vector field, are presented.

The block diagram of the multipicture affine motion-compen-
sated predictor is depicted in Fig. 1. The motion-compensated
predictor utilizes ( ) picture memories. The

picture memories are composed of two sets:

Set 1: past decoded pictures.
Set 2: warped versions of past decoded pictures.
The H.263-based multipicture predictor conducts block-

based MCP using all pictures and produces a
motion-compensated picture. This motion-compensated picture
is then used in a standard hybrid DCT video coder [7], [1].
The warped reference pictures are determined using the
following two steps:

Step 1) Estimation of affine motion parameter sets be-
tween the previous pictures and the current pic-
ture.

Step 2) Affine warping of reference pictures.
The number of efficient reference pictures

is determined by evaluating their rate-distortion efficiency for
each reference picture. The chosen reference pictures with
the associated affine motion parameter sets are transmitted in the
header of each picture. The order of their transmission provides
an index that is used to specify a particular reference picture
on a block basis. The decoder maintains only the decoded
reference pictures and does not have to warp complete pic-
tures for motion compensation. Rather, for each block or mac-
roblock that is compensated using affine motion compensation,
the translational motion vector and the affine motion parameter
set are combined to obtain the displacement field for that image
segment.

Figs. 2 and 3 show an example of affine multipicture warping.
The left-hand side of Fig. 2 is the most recent decoded pic-
ture that would be the only picture to predict the right-hand
side of Fig. 2 in single-picture motion compensation. In Fig. 3,
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Fig. 1. Block diagram of the affine multipicture motion-compensated predictor.

Fig. 2. Two pictures from the QCIF test sequence Foreman: (a) previous
decoded picture and (b) current picture to be encoded.

four out of the set of additionally employed reference pictures
are shown. Instead of just searching over the previous decoded
picture [Fig. 2(a)], the block-based motion estimator can also
search positions in the additional reference pictures like the ones
depicted in Fig. 3 and transmits the corresponding spatial dis-
placement vectors and picture reference parameters.

A. Syntax of the Video Codec

Affine multipicture MCP is integrated into a video codec
that is based on ITU-T Recommendation H.263 [7]. H.263
uses the typical basic structure that has been predominant in
all video coding standards since the development of H.261
[33] in 1990, where the image is partitioned into macroblocks
of 16 16 luma samples and 8 8 chroma samples. Each
macroblock can either be coded in INTRA or one of several
predictive coding modes. The predictive coding modes can
either be of the types SKIP, INTER, or INTER+4V. For the SKIP

mode, just one bit is spent to signal that the samples of the
macroblock are repeated from the prior decoded picture. The
INTER coding mode uses blocks of size 16 16 luma samples
and the INTER+4V coding mode uses blocks of size 8 8 luma

Fig. 3. Four additional reference pictures. The upper left picture is a decoded
picture that was transmitted two picture intervals before the previous decoded
picture. The upper right picture is a warped version of the decoded picture that
was transmitted one picture interval before the previous picture. The lower two
pictures are warped versions of the previous decoded picture.

samples for motion compensation. For both modes, the MCP
residual image is encoded similarly to INTRA coding by using a
DCT for 8 8 blocks followed by scalar quantization of trans-
form coefficients and run-level variable-length entropy coding.
The motion compensation can be conducted using half-sample
accurate motion vectors where the intermediate positions are
obtained via bilinear interpolation.

In a well-designed video codec, the most efficient concepts
should be combined in such a way that their utility can be
adapted to the source signal without significant bit-rate over-
head. Hence, the proposed video codec enables the utilization of
variable block-size coding, long-term memory prediction and
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affine motion compensation using such an adaptive method,
where the use of the multiple reference pictures and affine
motion parameter sets can be signaled with very little overhead.
The parameters for the chosen reference pictures are trans-
mitted in the header of each picture. First, their actual number

is signaled using a variable length code. Then, for each of
the reference pictures, an index identifying one of the past

decoded pictures is transmitted. This index is followed by a
bit signaling whether the indicated decoded picture is warped
or not. If that bit indicates a warped picture, the corresponding
six affine motion parameters are transmitted. This syntax allows
the adaptation of the multipicture affine coder to the source
signal on a picture-by-picture basis without incurring much
overhead. Hence, if affine motion compensation is not efficient,
only one bit per reference picture header is needed to turn it off.

B. Affine Motion Model

In this study, an affine motion model is employed that
describes the relationship between the motion of planar ob-
jects and the observable motion field in the image plane via
a parametric expression. This model can describe motion
such as translation, rotation, and zoom using six parameters

. For estimation and transmission
of the affine motion parameter sets, the orthogonalization
approach in [20] is adopted. The orthogonalized affine model is
used to code the displacement field
and to transmit the affine motion parameters using uniform
scalar quantization and variable length codes. In [20], a com-
parison was made to other approaches indicating the efficiency
of the orthogonalized motion model. The motion model used
for the investigations in this paper is given as

(1)

in which and are discrete sample locations in the image with
and and as well as being the image

width and height, respectively. The coefficients , , and in
(1) are given as

(2)

The affine motion parameters are quantized as follows:

(3)

where means rounding to the nearest integer value. The
quantization levels of the affine motion parameters
are entropy-coded and transmitted. It has been found experi-
mentally that similar coding results are obtained when varying
the coarseness of the motion coefficient quantizer in (3) from
2 to 10. Values of outside this range, i.e., larger than 10
or smaller than 2, adversely affect coding performance. Typi-
cally, an affine motion parameter set requires between 8–40 b
for transmission.

III. RATE-CONSTRAINED CODER CONTROL

In the previous section, the architecture and syntax for the
affine multipicture video codec are described. Ideally, the coder
control should determine the coding parameters so as to achieve
a rate-distortion efficient representation of the video signal. Typ-
ical video sequences contain widely varying content and motion
and can be more efficiently compressed if several different tech-
niques are permitted to code different regions. For the affine mo-
tion coder, one additionally faces the problem that the number
of reference pictures has to be determined since each warped
reference picture is associated with an overhead bit rate. There-
fore, the affine motion parameter sets must be assigned to large
image segments to keep their number small. In most cases how-
ever, these large image segments usually cannot be chosen so as
to partition the image uniformly. The proposed solution to this
problem is as follows.

Step A) Estimate affine motion parameter sets between
the current and the previous decoded pictures.

Step B) Generate the multipicture buffer which is composed
of past decoded pictures and warped pictures
that correspond to the affine motion parameter
sets, which are determined in Step A.

Step C) Conduct multipicture block-based hybrid video en-
coding on the reference pictures.

Step D) Determine the number of affine motion parameter
sets that are efficient in terms of rate-distortion per-
formance.

In the following, steps A)–D) are described in detail.

A. Step A: Affine Motion Parameter Estimation

A natural camera-view scene may contain multiple inde-
pendently moving objects in combination with camera motion
and focal length change often resulting in spatially inconsistent
motion vector fields. Hence, region-based coding attempts to
segment the motion vector field into consistent regions. In this
study, such an explicit segmentation of the scene is avoided.
Instead, the image is partitioned into blocks of fixed size
which are referred to as inital clusters in the following. For
each initial cluster one affine motion parameter set is estimated
that describes the motion inside this block between a decoded
picture and the current original picture. The estimation of the
affine motion parameter set for each initial cluster is conducted
as follows.

1) Initialization of the affine refinement: estimation of
initial translational motion vectors, in order to robustly
deal with large displacements.
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2) Affine refinement: for each of the initial translational
motion vectors, computation of an affine motion param-
eter set using an image intensity gradient-based approach.
The affine motion parameters are estimated by solving an
over-determined set of linear equations so as to minimize
MSE.

Finally, the best affine motion parameter set in terms of MSE
is chosen among the considered candidates. In the following,
the steps for affine motion estimation are discussed in detail.

1) Initialization of the Affine Refinement: For the initializa-
tion of the affine refinement step, two methods are discussed:

• cluster-based initialization;
• macroblock-based initialization.

For the cluster-based initialization, the picture is partitioned
into blocks of identical size. In our implementation, we have
chosen , 2, 4, 8, 16, 32, 64, and 99 clusters corresponding
to blocks of size 176 samples for QCIF pictures. The
purpose of this initialization method is the simple experimental
determination of an efficient number of initial clusters, since this
approach provides that flexibility. Hence, it will be used in Sec-
tion IV to analyze the tradeoff between rate-distortion perfor-
mance and complexity that is proportional to the number of ini-
tial clusters since this number is proportional to the number
of warped reference pictures. For this initialization method, the
MSE for block matching is computed over all samples inside the
cluster to obtain one initial motion vector for each reference pic-
ture. Hence, the number of initial translational motion vectors
per cluster that are considered for the refinement step is identical
to the number of decoded reference pictures . This imposes a
computational burden that increases as the number of decoded
reference pictures grows since the affine refinement routine
is repeated for each initial translational motion vector.

Please note that, in H.263 and the long-term memory MCP
coder, translational motion estimation has to be conducted
anyway for 16 16 blocks. Hence, reusing those motion
vectors for initialization of the affine refinement would help
to avoid the extra block matching step of the cluster-based
initialization. This approach is called the macroblock-based
initialization. For that, an image partitioning is considered
where the clusters are aligned with the macroblock boundaries.
An example for such an initial partitioning is depicted in Fig. 4.
Fig. 4 shows a QCIF picture from the sequence Foreman that
is superimposed with 99 blocks of size 16 16 samples. The

20 clusters are either blocks of size 32 32 samples com-
prising four macroblocks, or blocks of size 32 48, 48 32,
or 48 48 samples. For macroblock-based initialization, the
motion vector of each macroblock is utilized as an initialization
to the affine refinement step, and therefore either 4, 6 or 9
initial translational motion vectors are considered. This number
is independent from the number of decoded reference pictures

. To obtain an initial motion vector
which contains the spatial displacements and as well as
the picture reference parameter , a Lagrangian cost function
is minimized which is given as

(4)

Fig. 4. Image partitioning of a QCIF picture of the sequence Foreman into
N = 20 clusters.

The distortion for the 16 16 block that is
measured between the current picture and the decoded
reference picture is computed using the sum of
squared differences (SSD), while is the number of
bits associated with the motion vector. The minimization pro-
ceeds over the search space

. First, the integer-sample motion vectors are de-
termined that minimize the Lagrangian cost term in (4) for each
of the reference pictures. Then, these integer-sample ac-
curate motion vectors are used as initialization of a half-sample
refinement step which tests the eight surrounding half-sample
positions. Finally, the motion vector among the candidates
is determined as which minimizes the Lagrangian cost term
in (4). Following [1], the Lagrange multiplier is chosen as

, with being the DCT quantizer value, i.e., half the
quantizer step size [7].

2) Affine Refinement: For the affine refinement step, the ini-
tial translational motion vector which is
either obtained via the cluster-based or macroblock-based ini-
tialization is used to motion-compensate the past decoded pic-
ture toward the current picture as fol-
lows:

(5)

This motion compensation is conducted only for the samples
inside the considered cluster . The minimization criterion for
the affine refinement step reads as follows:

(6)

with

(7)
where and have been given in (1).
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The signal is linearized
around the spatial location for small spatial displacements

yielding

(8)

Hence, the error signal in (7) reads

(9)

Plugging (1) into (9) and rearranging leads to the following
linear equation with six unknowns:

(10)

with the abbreviations

(11)

Setting up this equation at each sample position inside the
cluster leads to an overdetermined set of linear equations that
is solved so as to minimize the average squared motion-com-
pensated picture difference. In this work, the pseudoinverse
technique is used which is implemented via singular value
decomposition. The linearization in (8) holds only for small
displacements, which might require an iterative approach to
solve (10). However, due to the translational initialization and
the subsequent quantization of the affine motion parameters, it
turns out that no iteration is needed. Experiments in which the
number of iterations have been varied without observing a sig-
nificant difference in the resulting rate-distortion performance
verify this statement.

The spatial intensity gradients are computed following [34]
and [35]. With , the spatial gradients are given as

(12)

where and are the element on the th row and th column
of the matrices

(13)

The estimates provide the gradient of the point in-between the
four samples and between the precompensated and the current
image [35]. Since the spatial gradients are computed between
the sample positions, the picture difference
is is also computed using the summation on the right-hand side
of (12) with and

(14)

The affine motion parameters for motion compensation be-
tween the reference picture and the current pic-
ture are obtained via concatenating the initial transla-
tional motion vector and the estimated affine motion param-
eter set yielding

(15)

The initial translational block matching and the affine re-
finement procedure are repeated for each of the candidates.
As mentioned above, finally, the affine motion parameter set is
chosen that minimizes the MSE measured over the samples in
the cluster .

B. Step B: Reference Picture Warping

For each of the estimated affine motion parameter sets, the
corresponding reference picture is warped toward the current
picture. The reference picture warping is conducted using the
motion field that is computed via (1) given each affine motion
parameter set for the complete picture. Intensity values that cor-
respond to noninteger displacements are computed using cubic
spline interpolation [36] which turns out to be more efficient
than bilinear interpolation as the motion model becomes more
sophisticated [37]. Hence, the multipicture buffer is extended
by new reference pictures that can be used for block-based
prediction of the current picture as illustrated in Fig. 1.

C. Step C: Rate-Constrained Multipicture
Hybrid Video Encoding

At this point, it is important to note that the multipicture
buffer is filled with the most recent decoded pictures and
warped pictures yielding a total of reference pictures. Our
goal is to obtain a coded representation of the video picture that
is efficient in terms of rate-distortion performance via choosing
a combination of motion vectors, macroblock modes, and refer-
ence pictures. Since affine multipicture MCP is integrated into a
hybrid video codec that is based on H.263, we adapt the recom-
mended encoding strategy TMN-10 [38] of H.263 toward the
new motion compensation approach.

The TMN-10 encoding strategy as in [38] utilizes macroblock
mode decision similar to [4]. For each macroblock, the coding
mode with associated parameters is optimized given the deci-
sions made for prior coded blocks only. Let the Lagrange param-
eter and the DCT quantizer value be given. The Lagrangian
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mode decision for a macroblock in TMN-10 proceeds by
minimizing

(16)
where the macroblock mode is varied over the set
{INTRA, SKIP, INTER}. Rate and distor-
tion for the various modes are computed as
follows.

For the INTRA mode, the 8 8 blocks of the macroblock
are processed by a DCT and subsequent quantization.

Distortion INTRA is measured as the SSD
between the reconstructed and the original macroblock samples
and INTRA is the rate that results after run-level
variable-length coding.

For the SKIP mode, distortion SKIP and rate
SKIP do not depend on the DCT quantizer value

of the current picture. Distortion is determined as the SSD
between the current picture and each of the
reference pictures for the macroblock samples, and rate is given
as one bit per macroblock plus the number of bits necessary
to signal the corresponding reference picture. Finally, a refer-
ence picture is chosen, for which the SKIP mode provides the
smallest cost when evaluating (16).

The computation of the Lagrangian costs for the INTER coding
mode is much more demanding than for INTRA and SKIP. This
is because of the block motion estimation and motion compen-
sation step. In order to produce the MCP signal, multipicture
block-based motion compensation is conducted. That is, half-
sample accurate motion vectors are ap-
plied to compensate blocks of size 16 16 samples referencing
one of the reference pictures. Again, block-based
motion estimation is conducted to obtain the motion vectors by
minimizing (4) as it was done when searching decoded pic-
tures to initialize affine motion estimation. In case the mac-
roblock-based initialization is employed, the corresponding mo-
tion vectors can be re-used. Otherwise, motion estimation over
the decoded pictures has to be conducted as described for the
macroblock-based initialization. When searching a warped ref-
erence picture, only a range of spatially
displaced samples is considered. This small search range is justi-
fied by the fact that the warped pictures are already motion-com-
pensated and experiments with a larger search range show that
only a very small percentage of motion vectors is found outside
the range. The resulting prediction error
signal is similar to the INTRA mode processed by a DCT and sub-
sequent quantization. The distortion is also measured as
the SSD between the reconstructed and the original macroblock
samples. The rate is given as the sum of the bits for the
motion vector and the bits for the quantized and run-level vari-
able-length encoded DCT coefficients.

Finally, the best coding mode, i.e., the one that minimized the
Lagrangian cost function in (16), is chosen for each macroblock.
During the minimization, the values that correspond to the best
coding mode for a given reference pictures are stored in an array.
This is done to permit fast access to the Lagrangian costs for the
following step, where the number of efficient reference pictures
is determined.

D. Step D: Determination of the Number of
Efficient Reference Pictures

As mentioned before, there is still the open issue about how
to determine an efficient combination of motion vectors, mac-
roblock modes and reference pictures to code the current pic-
ture. Because of the interdependency of the various parameters,
a locally optimal solution is searched using the precomputed La-
grangian costs from Step C. The greedy optimization algorithm
proceeds as follows.

1) Sort the reference pictures according to the
frequency of their selection.

2) Starting with the least popular reference picture, evaluate
the efficiency of each reference picture by the following
two steps.
a) For each block that is motion-compensated using the

evaluated reference picture, compute its best replace-
ment among the more popular reference pictures in
terms of rate-distortion costs.

b) If the costs for coding the warping parameters asso-
ciated with the evaluated reference picture exceed the
cost of using the replacement reference pictures, then
remove the evaluated reference picture, otherwise keep
it.

The first step is conducted because of the use of the variable
length code to index the reference pictures. The chosen refer-
ence picture with associated warping parameters are transmitted
in the header of each picture. The order of their transmission
provides the corresponding index that is used to specify a par-
ticular reference picture using the block-based motion vectors.
This index is entropy-coded using a variable length code and the
sorting matches the selection statistics to the length of the code
words.

In the second step, the utility of each reference picture is
tested by evaluating the rate-distortion improvement obtained
by removing this reference picture. For those blocks that ref-
erence the removed picture, the best replacements in terms of
Lagrangian costs among the more popular reference pictures are
selected. Only the more popular pictures are considered because
they potentially correspond to a smaller rate and because of the
goal to obtain a reduced number of reference pictures in the end.
If no rate-distortion improvement is observed, the picture is kept
in the reference picture buffer and the procedure is repeated for
the next reference picture.

After having determined the number of efficient pictures
in the multiple reference picture buffer, the rate-distortion

costs of the INTER-4V macroblock mode are also considered
and the selected parameters are encoded. Up to this point, the
INTER-4V mode has been intentionally left out of the encoding
because of the associated complexity to determine the mode
costs.

IV. EXPERIMENTS

Within the framework of the multipicture affine motion coder,
there are various free parameters that can be adjusted. In this
section, empirical justifications are given for important param-
eter choices made. Attention is given to parameters that have
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(a) (b)

Fig. 5. (a) Average bit-rate savings against TMN-10 and (b) average number of transmitted affine motion parameter sets versus the number of initial clusters for
the test sequences in Table I and three different levels of reproduction quality.

the largest impact on the tradeoff between rate-distortion per-
formance and computational complexity. Regarding the affine
motion coder, the important question about the number of ini-
tial clusters is discussed. This parameter is very critical since
the number of warped reference pictures is directly affected by

. Then, the combination of long-term memory motion com-
pensation with affine motion compensation is investigated and
the results when combining them are presented.

A. Affine Motion Compensation

In this section, the parameter setting for the affine motion
coder is investigated. For that, the warping is restricted to ex-
clusively reference the prior decoded picture. As shown later,
the results for this case also propagate to a setting where the
affine motion coder is combined with long-term memory MCP.

The first issue to clarify concerns the number of initial clus-
ters . For that, the translational motion vector estimation is
conducted using the cluster-based initialization as described in
Section III-A1. The coder is initialized with , 2, 4, 8,16,
32, 64, and 99 clusters. The partition into the initial clusters
is conducted so as to obtain equal size blocks and each of the
blocks being as close as possible to a square. The translational
motion vectors serve as an initialization to the affine refinement
step as described in Section III-A2. The estimated affine motion
parameter sets are used to warp the previous decoded picture
times as explained in Section III-B. Block-based multipicture
motion estimation and determination of the number of efficient
affine motion parameter sets is conducted as described in Sec-
tions III-C and III-D.

The left-hand side of Fig. 5 shows the average bit-rate savings
for the set of test sequences summarized in Table I. For compar-
ison, rate-distortion curves have been generated and the bit rate
is measured at equal peak SNR (PSNR). The intermediate points
of the rate-distortion curves are interpolated, which allows us
to determine the bit rate that corresponds to a particular PSNR
value. The percentage in bit-rate savings corresponds to dif-
ferent absolute bit-rate values for the various sequences. Hence,
rate-distortion curves are also shown later. Nevertheless, com-
puting bit-rate savings might provide a meaningful measure, for

TABLE I
TEST SEQUENCES AND SIMULATION CONDITIONS

example, for video content providers who want to guarantee a
certain quality of the reconstructed sequences.

The average bit-rate savings against TMN-10 are very sim-
ilar for the three different levels of reproduction quality. The
number of initial clusters has a significant impact on resulting
rate-distortion performance. The increase in bit-rate savings sat-
urates for a large number of clusters, i.e., more than 32 clusters,
reaching the value of 17% for the set of test sequences consid-
ering the reproduction quality of 34-dB PSNR.

This can be explained when investigating the average number
of transmitted affine motion parameter sets as shown on the
right-hand side of Fig. 5. The curves for the average number
of transmitted affine motion parameter sets are generated with a
similar method as the average bit-rate savings for a given PSNR
value. The average number of affine motion parameter sets in-
creases with increasing average PSNR as well as an increased
number of initial clusters. This is because the size of the mea-
surement window becomes smaller as the number of initial clus-
ters increases and the affine motion parameters are more accu-
rate inside the measurement window. Hence, the coder chooses
to transmit more affine motion parameter sets. For very small
numbers of initial clusters, a large percentage of the maximum
number of affine motion parameter sets is chosen. However,
as the number of initial clusters is increased, a decreasing per-
centage of affine motion parameter sets relative to the number
of initial clusters is transmitted.
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Fig. 6. Average bit-rate savings against TMN-10 at 34-dB PSNR versus the
number of initial clusters for the test sequences in Table I. For these results,
only the prior coded picture is warped.

Fig. 6 shows the average bit-rate savings against TMN-10 at a
reproduction quality of 34-dB PSNR for the set of test sequences
where the result for each sequence is shown. The abbreviations
fm, mc, st, te, cs, md, nw, and si correspond to those in Table I.
The solid line depicts the average bit-rate savings for the 8 test
sequences at equal PSNRs of 34 dB. The results differ quite
significantly among the sequences in the test set. On the one
hand, for the sequence Silent Voice, only a bit-rate saving of 6%
can be obtained. On the other hand, sequences like Mobile &
Calendar and Container Ship show substantial gains of more
than 25% in bit-rate savings.

In Fig. 6, the asterisk shows the average result for the mac-
roblock-based initialization of the affine estimation (see Sec-
tion III-A). Please recall that all experiments that were described
so far are conducted using the cluster-based initialization for the
translational motion vector estimation to have a simple means
for varying the number of initial clusters. For the macroblock-
based initialization, the segmentation in Fig. 4 is employed re-
sulting in 20 clusters. The bit-rate saving of 15% is very
close to the best result for the cluster-based initialization. How-
ever, the complexity is drastically reduced.

Typical run-time numbers for the macroblock-based initial-
ization are as follows. The complete affine motion coder runs
at 6.5 s per QCIF picture on a 300-MHz Pentium PC. These
6.5 s are split into 0.5 s for translational motion estimation for
16 16 macroblocks, 1 s for affine motion estimation, and the
warping also takes 1 s. The pre-computation of the costs for the
INTER, SKIP, and INTRA mode takes 2 s, and the remaining
steps use 2 s. As a comparison, the TMN-10 coder which has a
similar degree of run-time optimization uses 2 s per QCIF pic-
ture.

Finally, rate-distortion curves are depicted to evaluate the per-
formance of this approach. For that, the DCT quantization pa-
rameter has been varied over values , 5, 7, 10, 15, and
25 when encoding the sequences Foreman, Mobile & Calendar,
News, and Tempete. The results are shown in Fig. 7, where the
rate-distortion curves for the affine motion coder are compared
to those of TMN-10 when running both codecs according to the
conditions in Table I. The following abbreviations indicate the
two codecs compared:

• TMN-10: The H.263 test model using Annexes D, F, I, J,
and T.

• MRPW: As TMN-10, but motion compensation is ex-
tended to referencing warped pictures corresponding to

20 initial clusters using the macroblock-based ini-
tialization.

The PSNR gains vary for the different test sequences and tend to
be larger as the bit rate increases. In contrast, the relative bit-rate
savings are more or less constant over the entire range of bit
rates that was tested. Typically, a PSNR gain of 1 dB compared
to TMN-10 is obtained. The PSNR gains are up to 2.3 dB for
the sequence Mobile & Calendar.

B. Combination of Affine and Long-Term Memory
Motion Compensation

In the previous section, it is shown that affine motion com-
pensation provides significant bit-rate savings against TMN-10.
The gains for the affine motion coder increase with an increasing
number of initial clusters. A saturation of the gains is reported
when increasing the number of initial clusters beyond 32. The
number of initial clusters determines the number of reference
pictures that are warped. Hence, a parameter choice is proposed
where 20 initial clusters are utilized providing an average bit-
rate saving of 15%.

In contrast to the affine motion coder, where warped ver-
sions of the prior decoded picture are employed, the long-term
memory MCP coder references past decoded pictures for mo-
tion compensation. However, aside from the different origin of
the various reference pictures, the syntax for both codecs is very
similar. In [6], the average bit-rate savings against TMN-10 at 34
dB PSNR for the set of test sequences that are achieved with the
long-term memory MCP codec are presented. We achieve an av-
erage bit-rate reduction of 17% when utilizing 99 additional ref-
erence pictures in our long-term memory coder. The bit-rate sav-
ings saturate as we further increase the number of reference pic-
tures. Already when utilizing nine additional reference pictures,
i.e., using 10 reference pictures overall, we get 13.8%
average bit-rate savings against TMN-10. In [6], it is found
that long-term memory MCP with 10 past decoded pictures for
most sequences yields a good compromise between complexity
and bit-rate savings. Hence, we will use 10 decoded pictures
when combining long-term memory prediction and affine mo-
tion compensation.

In Fig. 8, the result is depicted when combining the affine
motion coder and long-term memory MCP. This plot shows av-
erage bit-rate savings against TMN-10 at 34-dB PSNR versus
the number of initial clusters for the set of test sequences in
Table I. Two cases are shown:

1) affine warping using 1 reference picture (lower solid
curve);

2) affine warping using 10 reference pictures (upper
solid curve).

For the case , the same setting of the coder is employed
that is used for the curve depicting the average bit-rate savings at
34 dB on the left-hand side in Fig. 5. To obtain the result for the
case , the combined coder is run using the cluster-based
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Fig. 7. PSNR versus overall bit rate for the QCIF sequences Foreman (top left), Mobile & Calendar (top right), News (bottom left), and Tempete (bottom right).

Fig. 8. Average bit-rate savings against TMN-10 at 34-dB PSNR versus the
number of initial clusters for the set of test sequences in Table I. Two cases are
shown: 1) affine warping usingK = 1 reference picture (lower solid curve) and
2) affine warping usingK = 10 reference pictures (upper solid curve).

initialization with 1, 2, 4, 8, 16, 32, 64, and 99 initial clus-
ters. For the cluster-based initialization of the affine motion esti-
mation, initial translational motion vectors are uti-
lized each corresponding to the best match on one of the de-
coded pictures (see Section III-A). Please note that the number
of maximally used reference pictures is . Interestingly, the
average bit-rate savings obtained by the affine motion and the

Fig. 9. Average bit-rate savings against TMN-10 at 34 dB PSNR versus
number of initial clusters for the set of test sequences in Table I. For these
results, theK = 10 reference pictures may be utilized for warping.

long-term memory prediction coder are almost additive when
being combined using multipicture affine MCP.

Fig. 9 shows the bit-rate savings against TMN-10 for each of
the test sequences in Table I when employing 10 reference
pictures versus the number of initial clusters using dashed
lines. The bit-rate savings are more than 35% for the sequences
Container Ship and Mobile & Calendar when using 32 or more
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Fig. 10. PSNR versus overall bit rate for the QCIF sequences Foreman (top left), Mobile & Calendar (top right), Container Ship (bottom left), and Silent Voice
(bottom right).

initial clusters. Interestingly, when using 10 reference pic-
tures and 16 or more initial clusters the bit-rate savings are never
below 17%.

In Fig. 9, the asterisk shows the result for the case of mac-
roblock-based initialization. For that, the initial segmentation
in Fig. 4 is employed. The initial motion vectors for the affine
motion estimation are those best matches found for the mac-
roblocks in each cluster when searching 10 decoded ref-
erence pictures. An average bit-rate saving of 24% is obtained
for the set of eight test sequences in Table I.

The measured bit-rate savings correspond to PSNR gains of
up to 3 dB. Fig. 10 shows rate-distortion curves for the four test
sequences Foreman, Mobile & Calendar, Container Ship, and
Silent Voice. The curves depict the results that are obtained with
the following three codecs:

• TMN-10: The H.263 test model using Annexes D, F, I, J,
and T.

• LTMP: As TMN-10, but motion compensation
is extended to long-term memory prediction with

10 decoded reference pictures.
• MRPW+LTMP: As TMN-10, but motion compensation

is extended to combined affine and long-term memory pre-
diction. The size of the long-term memory is selected as

10 pictures. The number of initial clusters is
20 and the macroblock-based initialization is employed.

Long-term memory MCP with 10 pictures and without
affine warping is always better than TMN-10 as already demon-
strated in [5], [6]. Moreover, long-term memory MCP in combi-
nation with affine warping is always better than the case without
affine warping. Typically, bit-rate savings between 20 and 35%
can be obtained which correspond to PSNR gains of 2–3 dB.
For some sequences, long-term memory prediction provides the
most gain (Silent Voice), while for other sequences the affine
motion coder is more important (Mobile & Calendar).

For the sequence Mobile & Calendar, the gap between the
result for the long-term memory MCP codec with and without
affine motion compensation is visible for the lowest bit rates
as well. This results in a bit-rate saving of 50%. Moreover, for
some sequences, the gain obtained by the combined coder is
larger than the added gains of the two separate coders. For ex-
ample, the long-term memory prediction gain for Mother &
Daughter is 7% for 10 reference pictures when mea-
suring over all coded pictures. The gain obtained for the affine
motion coder is 10% when using 32 initial clusters. However,
the combined coder achieves 23% bit-rate savings.

V. CONCLUSION

The idea of reference picture warping can be regarded as an
alternative approach to assigning affine motion parameters to
large image segments with the aim of a rate-distortion efficient
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motion representation. Although the affine motion parameter
sets are determined on subareas of the image, they can be em-
ployed at any position inside the picture. Instead of performing a
joint estimation of the image partition and the associated affine
motion parameter sets, reference pictures are warped and se-
lected in a rate-distortion efficient way on a block basis. Hence,
the presented approach decomposes the joint optimization task
of finding an efficient combination of affine motion parame-
ters, regions and other parameters into separate steps. Each of
these steps takes an almost constant amount of computation time
which is independent of the context of the input data. The coder
robustly adapts the number of affine motion parameter sets to the
input statistics and never degrades below the rate-distortion per-
formance that can be achieved with the syntax of the underlying
H.263 standard. The use of multiple reference pictures requires
only very minor syntax changes to video coding algorithms or
is already present as in Annex U of H.263 [7] or in H.264/AVC
[8].

The combined affine and long-term memory MCP codec
is an example for an efficient multipicture video compression
scheme. The two incorporated multipicture concepts seem to
complement each other well providing almost additive rate-dis-
tortion gains. When warping the prior decoded picture, average
bit-rate savings of 15% against TMN-10 are reported for the
case that 20 warped reference pictures are used. For these mea-
surements, reconstruction PSNR is identical to 34 dB for all
cases considered. These average bit-rate savings are measured
over a set of eight test sequences that represent a large variety of
video content. Within the test set, the bit-rate savings vary from
6% to 25%. Long-term memory prediction has been already
demonstrated as an efficient means to compress motion video
[5], [6]. The efficiency in terms of rate-distortion performance
is comparable to that of the affine coder. The combination of
the two approaches yields almost additive average gains. When
employing 20 warped reference pictures and 10 decoded refer-
ence pictures, average bit-rate savings of 24% can be obtained
for the set of eight test sequences. The minimal bit-rate savings
inside the test set are 15% while the maximal bit-rate savings
are reported to be up to 35%. These bit-rate savings correspond
to gains in PSNR between 0.8–3 dB.

APPENDIX

TEST SEQUENCES

The experiments in this paper are conducted using the QCIF
test sequences and conditions in Table I. The sequences and test
conditions are almost identical to those that are maintained by
the ITU-T Video Coding Experts Group. This set of sequences
has been chosen so as to represent a wide variety of statistical
dependencies and different types of motion and texture.

The first four sequences contain a large amount of motion
including a moving camera position and focal length change.
The last four sequences are low motion sequences with a fixed
camera. This set was chosen so as to cover a broad range of
possible scenes that might occur in applications such as video
conferencing or video streaming.

In all experiments, bit streams are generated that are decod-
able producing the same PSNR values at encoder and decoder.

The first picture of the image sequence is coded in INTRA mode
followed by INTER-coded pictures. In INTER pictures, the mac-
roblocks can either be coded predictively using one of the INTER

macroblock modes or as INTRA blocks. In the simulations, the
first intracoded picture is identical for all cases considered.
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